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Abstract  
Software Defined Networks (SDN) is a new way to build network architecture. It divides 
networking hardware into a data plane (switches) and a control plane (controllers). HMM, 
which stands for "Hidden Markov Model," is a new way to handle cluster administration. 
Because the control plane can be made more scalable, the amount of bandwidth being used is 
a problem. In software-defined networking (SDN), the Control plane favours a centralised 
solution in which a single control unit can see the whole network. In large-scale networks, the 
controls plane is often set up as a cluster of distributed controllers to meet the needs of 
management and the board. Cluster management technology in SDNs creates a lot of 
information because it logs and analyses a wide range of events and is needed to give a 
consistent global view of the health of the network. Cluster management technology is an 
important part of SDNs because it keeps track of all kinds of events and makes sure the network 
is always in the same global state. This is why a lot of information is made all the time. Because 
SDNs can be programmed and change over time, there is still a question about security in the 
cluster. 
Keywords: Software Defined Networks , secure cluster management , HMM 
Introduction  
Software-Defined Networking (SDN) is a new and forward-thinking way to design network 
architecture that separates the control plane and the data plane. The separation makes SDN 
architecture's many layers easier to manage and handles traffic more efficiently (SDNs). In 
SDN, the control plane tells the data plane what to do, and the data plane then sends data across 
the network. The SDN controller's observations of data plane forwarding entities and other 
SDN agents help the network learn more about itself. Centralized control always slows down 
the transfer of a lot of data, even though it is clear that it makes network management better. 
Also, because the controller is centralised, the controller's overhead costs go up as the number 
of users goes up. So, the controller becomes a bottleneck in the smooth flow of service, and if 
the controller fails, there is no way to manage the switch it was in charge of. Since the SDN 
controller is in charge of all forwarding decisions, it is possible that it could act as a single 
point of failure. If the SDN controller goes down or if the switches stop talking to the controller, 
the whole network could stop working. 
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Centralized network designs have problems with scalability, reliability, interoperability, and 
being able to handle problems. SDN, on the other hand, has the benefit of being centralised 
while also being very flexible and easy to programme. This is a good thing about the SDN. 
SDNs stand out because they can be changed and changed again in the network. Also, SDNs 
allow a large number of SDN controllers in different parts of the world to be connected to a 
network and work as backup controllers in case a primary controller fails. Having many 
controllers also lets you spread out the load in case a single controller can't handle all the flow 
requests. More controllers may also help with latency, scalability, fault tolerance, and 
availability in an SDN deployment. But the biggest problem with this approach is that it makes 
it hard to keep things the same across a wide range of controllers that are spread out. 
As far as we know, this is the first time that an SDN has tried to cluster the distributed 
controller. This study looks at the placement of the controller as well as issues like scalability, 
fault tolerance, and dependability. Our goal is to improve the scalability, reliability, and 
performance of software-defined networks (SDNs) by putting together a cluster of distributed 
controllers. The proposed mechanism uses a mix of commercial and well-known SDN 
controllers in both proactive and reactive modes to make sure that all controllers in the clusters 
handle the same amount of work. We did two very long experiments to find out how long our 
connections take and how many packets get lost. 
With the proposed method, packet loss can be cut down by a lot, and the controller's central 
processing unit doesn't have to do much extra work. The results of the simulation make SDNs 
work better as a whole, making it possible to handle changes in network demand that were not 
expected without stopping service. Even though one controller has failed, this is still done. 
Some of the problems that this text starts to address are fault tolerance, scalability, 
interoperability, and dependability. 
Related work  
Sumit Badotra et al.(2021) The OpenDayLight (ODL) clusters made the centralised controller 
environment in a Software-Defined Network (SDN) stronger. This is because if one controller 
(the leader) fails or stops working, the other controllers (the followers) will take over and keep 
the functionality going. The ability to work in a setting with more than one controller gives the 
system more flexibility and freedom from outside factors. Distributed denial of service attacks, 
on the other hand, are smarter and more dangerous than ever before. This article shows you 
how to set up a three-node ODL cluster and how vulnerable it is to distributed denial-of-service 
(DDoS) attacks. A wide range of distributed denial of service (DDoS) traffic penetration 
technologies are used to send out huge amounts of traffic. Because there is so much traffic on 
the network, the controller eventually crashes, which stops the whole network. 
Junfeng, et al. (2019) Because the Internet and mobile communication technologies are 
becoming more and more popular, the infrastructure, devices, and resources used in networking 
systems are becoming more complex and varied. It is important to use more brainpower when 
setting up, running, maintaining, and optimising networking systems. Because traditional 
networks are spread out, it is hard to use and implement machine learning techniques to control 
and run them. Software-defined networking makes it possible to use network-based 
intelligence in new ways (SDN). Software-defined networking (SDN) features like logically 
centralised control, a global view of the network, software-based traffic analysis, and dynamic 
updating of forwarding rules make it easier to use machine learning strategies. In this paper, 
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we look at all the work that has been done on bringing machine learning techniques to SDN so 
far. First, we set the scene and give the canonical texts that are needed for this discussion. Then, 
we'll talk about what machine learning algorithms are and how they work. We also look at how 
machine learning algorithms are used in software-defined networking (SDN). We focus on how 
they are used to classify traffic, optimise routing, predict quality of service and user experience, 
manage resources, and keep networks safe. In the end, we talk about the challenges and the 
bigger picture. 
Danda, et al. (2017) Software-defined networking, also known as SDN, is a new way of 
networking that, unlike traditional networking, breaks down the vertical integration of the 
network so that it can be programmed with (logically) centralised network control. SDN can 
instantly change the network's parameters based on how the network is working right now. The 
decoupled architecture of SDN was made to make network management more flexible and less 
time-consuming. Network visibility, which is made possible by SDN's centralised, cost-
effective architecture, is a key part of how resources are used most efficiently and how well 
they perform. SDN's security, energy savings, and network virtualization can be used to 
improve the performance of a network. This is made possible by the fact that there are more 
smart, programmable devices in the network. We talk about both the security problems that 
SDN can help solve and the new security problems that arise as a direct result of using SDN. 
Also, tables have been used to summarise recent attacks on SDN security and how they were 
stopped. We also give a complete overview of the different ways that using SDN can help 
reduce energy use and improve network security. We try to predict how this new paradigm will 
change in the future based on how research is going right now. We talk about the most 
important ongoing research projects, problems, and directions for research in this field. This 
article will help people learn more about SDN's design, different security attacks and how to 
defend against them, and how to make SDN use the least amount of energy possible. 
Fetia, et al. (2018) The Internet was originally thought of as a complex set of box-centric 
protocols and vertically integrated solutions. The SDN paradigm, on the other hand, advocates 
for the opposite: separating the control logic from the hardware and putting it in software-based 
controllers. On the other hand, the Internet was made to be a complicated collection of box-
centric protocols and vertically integrated systems, with decentralised control logic at its core. 
These basic rules make it possible for unique applications to be made and for automatic and 
adaptive control components to be put in place. This makes network management easier and 
makes the user experience better. Even though SDN is exciting, it still has some problems that 
need to be fixed before it can be widely used. One of these is fixing the problems with 
scalability and stability that plague centralised systems. The way to solve these problems is to 
physically spread out the control plane. But this type of organisation, which is logically 
centralised but physically spread out, also faces a different set of problems. This study gives a 
broad overview of software-defined networking (SDN), with a focus on decentralised SDN 
management. The most unique thing about this survey is that it looks closely at cutting-edge 
distributed SDN controller environments. This analysis weighs the pros and cons of different 
platforms and sorts them in creative ways to come up with useful ideas for SDN research and 
deployment (physical and logical classifications). This survey does more than just review the 
SDN concept and compare it to the traditional design. It also gives an overview of the SDN 
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architecture. There are also some details about current and possible future developments in this 
field, as well as a thorough analysis of the biggest problems with distributed SDN control. 
Jun, et al. (2018) The software-based controller is the most important part of an SDN's 
abstracted control plane, which is the most important symbolic feature of the network 
architecture. Even though the control plane and its controllers are physically spread out across 
multiple nodes, they all work the same way. The control plane is often made up of clusters of 
distributed controllers so that it can meet the needs of service management in large-scale 
networks. Cluster management technology is important for SDNs because it keeps track of all 
kinds of events and makes sure the network is always in the same global state. This is why a 
lot of information is made all the time. Because SDNs can be programmed and change over 
time, there is still a question about security in the cluster. In this study, we try to solve these 
problems by giving a safe cluster management architecture for the optimal control plane that 
is based on big data analysis. A security and authentication system for managing clusters has 
been shown. We also suggest a way to make control planes work better and a way to handle 
large data sets using a method based on ant colonies. The simulations and comparisons showed 
that the proposed plan is possible and will work. Using the proposed method, security and 
performance of the SDN control plane can be improved in a big way. 
Methodology 
 In this paper, we define the network as an undirected graph, G = (V, E), where V is the set of 
n = |V | nodes and E is the set of m = |E| edges. The data in the network is sent from one node 
to the next using a method called "multi-hop communication." When one node is connected to 
another node by an edge, the two nodes are called neighbours. The following system 
assumptions will be made about our cluster-based flow control method, assuming that the set 
of nodes V is divided into clusters C = c1,... ck,... cu with u = |C|. 
• Our work is based on the idea that an SDN controller in the middle of the network divides it 
up (in practise this could be multiple logically centralised controllers). Each WSN node tells 
the SDN controller how connected its neighbours are. The SDN controller builds the topology 
of the WSN and divides up the network's resources. 
 • Our method works best with networks that are set up in a fixed way. After the WSN's 
topology is changed, the nodes will tell the controller about the new connections, and the 
controller will re-split the network into clusters based on the new topology. 
Cluster Head Nodes:  
By giving their "cluster head nodes" names like h1 through hk and hu, where u is the number 
of clusters, we can change both the number of clusters as a whole and how they are arranged. 
The head node for each cluster must be located within that cluster. We require that there are no 
edges between any of the cluster-head nodes. This means that nodes labelled "h1," "...hk," and 
"...hu" are not really connected to each other. 
Cluster Border Nodes:  
When one of a node's neighbours also belongs to another cluster, that node is called a "border 
node" of the cluster it is in. Let's say that node vi is in cluster ck and that one of its neighbours 
is in cluster cc. The set of border nodes for cluster ck, which we'll call node set b, tells us what 
the cluster is. 
This section is about the design of CluFlow. It gives an overview of the solution, a way to 
reduce the number of border nodes, and a protocol for cluster-based SDN management. 
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Conclusion  
This study shows how clusters of distributed controllers can be made in SDNs (SDNs). On a 
set of three nodes, many controllers that are far apart have been set up for both active and 
reactive mode. The capacitated controller placement algorithm figures out where the group of 
controllers should be put. Simulations of the clustering method suggested show that it could 
work. When compared to a distributed controller that didn't use clustering and ran on HP 
Virtual Application Network (VAN) SDN and Open Network Operating System (ONOS) 
controllers, the results show that the proposed distributed controller clustering mechanism can 
significantly reduce both average latency and packet loss. The results show that the new 
proposal for a distributed controller that uses clustering works better than the current distributed 
controller that does not use clustering. It also uses the right amount of CPU resources. In the 
future, we plan to do more thorough studies using a wide range of commercial SDN controllers 
and a number of different metrics, such as the flow setup rate (throughput), the number of nodes 
in the cluster, and a number of other metrics. The results of this research can also be used in 
commercial SDN-based cloud infrastructures in a number of different data centres. 
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