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Abstract: 

Air pollution is caused due to surplus growth of dangerous substances in atmosphere such as 
gases emitted from vehicles and biochemical molecules. Continuous exposure to such gases 
and intake of such a substance by human causes a serious hazardous health issue like 
respiratory disorders, heart failure and so on. The air is heavily polluted in urban cities mainly 
in metropolitan cities, Particulate Matter (PM2.5) and PM10 which are minute particles which 
in size of micrometre can cause serious threat to human health. Therefore, it is mandatory to 
monitor the air quality on hour/daily basics for the living environment. In this Paper we have 
designed and developed a novel effective model for air quality prediction named as 
Competitive Swarm Political Rider Optimizer (CSPRO) based on Nonlinear Auto-Regressive 
Exogenous (NARX) model. Firstly, pre-processing of data is carried out by missing value 
imputation and then the technical indicators are extracted for prediction process. Air quality 
prediction is carried out using NARX model is trained by CSPRO. The proposed CSPRO based 
NARX has attained low Mean Absolute Prediction Error (MAPE) and minimum Mean Squared 
Error (MSE) of 9.22 and 0.275 respectively. 

Keywords: Air quality prediction, Non-linear Auto-Regressive exogenous (NARX), Rider 
Optimization, Political Optimizer, Relative Strength Index. 

1. Introduction 

Air is one of the most essential and powerful natural agents for the survival of life on the planet 
[2]. All living organisms mainly plant, animal etc requires this natural resource for the basic 
survival. Hence, good quality of air for the survival of healthy life has become a necessary 
condition. In previous days, the fast growth industrialization and urbanization has increased 
the air pollutant concentration in the world [3]. According to world health organization 90 
percent of world population is exposed to polluted air. Commonly seen air pollutants are CO2, 
SO2, PM2.5 and PM10 etc. Therefore, there is a need to monitor air quality on regular basis 
[8]. 
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In concern with this government has been taken initiation by working with research institute to 
develop efficient controlling policies. Number of monitoring machine has been introduced 
covering most of metropolitan cities to collect and monitor air pollution data for further 
research. Based on the previous data the air pollution for next one hour can be predicted and 
accordingly preventive measures cane be taken to avoid exposure to pollutant air [3]. 

In today’s life, the particulate matter PM have made a huge impact on human life. Whereas 
PM is a mixture of small particles including liquid droplets, which gets contracted in air. While 
breathing this substance get through respiratory system in human body and affect lungs and 
heart and create a serious health issue, if exposure to this substance to long time it may lead to 
severe lung diseases and early death [6]. The PM exits in two forms PM2.5 and PM10. The 
PM2.5 is of diameter minimum than 2.5μm, which is minute index to measure which has 
become a considerable interest for research in modern days [7]. As per research PM10 
concentration is due to atmospheric pressure, surface radiation, wind speed and it is associated 
to sulphur dioxide, oxides of nitrogen [18] [1]. All meteorological factors react differently into 
different seasonal situation. Hence Air quality prediction can assist to take precaution in day-
to-day life. 

As air quality has become a major concern for whole world. Moreover, time series prediction 
model [22] and traditional machine learning models [23] are frequently used for air prediction. 
Frequently neuro-fuzzy network employed by genetic, particle swarm optimization and 
steepest descent back propagation [1] is used for forecasting air pollution which has led to 
better accuracy. Additionally forecasting approaches like artificial intelligence, decision tree 
and dep learning approaches [2] are used for predicting air quality. A deep learning approached 
namely transferred bi-directional LSTM Model [3] has smaller errors, especially for larger 
temporal resolution.  

The main goal of the paper is to design and develop an efficient prediction model to predict the 
sulphur dioxide which is mainly named as Adaptive Political Rider Competitive Swarm 
Optimizer (A-PRCSO) based Non-linear autoregressive exogenous (NARX) model. The time 
series data is collected based on the location, which is fed for pre-processing stage, wherein 
missing value imputation is carried out by taking mean of the values. After pre-processing, the 
eminent technical indicators are identified by using different feature extraction techniques 
namely, triple exponential moving average (TEMA), Kelter channel (KC), Adaptive moving 
average (AMA), Rate of change (ROC), Simple Moving Average (SMA), Triangular moving 
average (TRIMA), Commodity Channel Index (CCI), Willam % R (WillR). Once the technical 
indicators are identified, SO2 prediction is carried out using NARX by using the extracted 
features and location information as input. The network classifier is trained using A-PRCSO, 
the new methodology will be designed by considering Political Optimization [10], Rider 
Optimization algorithm [11] and Competitive swarm Optimization [12].  

The major contribution of this research is explicated as below: 

 Developed A-PRCSO-based NARX technique for SO2 prediction: The NARX 
model is utilized for predicting SO2. In addition, NARX is trained by developed A-
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PRCSO algorithm based on location. The developed PRCSO technique is devised by 
integrating PO, ROA and CSO algorithm. Here, the technical indicators and location 
information are extracted from pre-processed data for air quality detection.    

The organization of this paper is arranged as follows, section 2 explicates the literature survey 
of existing air quality calculation techniques with its advantages and limitations. Section 3 
specifies the air quality prediction model using developed A-PRCSO-based NARX approach. 
Section 4 displays the results and discussion of developed air quality prediction method and 
section 5 exhibits conclusion of paper.  

2. Motivation 
Prediction of air quality is one of the most significant processes for managing the air pollution 
in smart cities. Therefore, prediction model of air quality has various challenges due to different 
source emitting pollutant air, variation of pollutant concentration and high improbability. 
Hence the limitations and challenges faced by existing model is a stimulation to develop a 
novel model, termed as A-PRSCO-based NARX approach 

2.1 Literature Survey 

The literature survey of existing air quality prediction approaches with its advantages and 
disadvantages are briefed in this section. Xiangyu.Z et.al. [19] Devised long short-term air 
prediction model based on spatial-temporal mechanism. A spatial attention mechanism is used 
to take the influence of neighbouring sites on the prediction area. A temporal attention 
mechanism is used to identify time dependency of air quality. This paper uses Line graph 
embedding method to obtain a low dimensional vector representation for spatial features. This 
method evaluates on Beijing dataset. The experimental results show that this model shows the 
better accuracy. Jun Ma et.al. [3] introduced a deep learning-based method mainly transferred 
bi-directional LSTM model for forecasting air quality. The methodology includes the bi-
directional LSTM model to check the long short-term dependences of PM2.5. It applies 
transferred learning technique to transfer the information learned from smaller to larger 
temporal solutions. This model as compared to other model has smaller errors for larger 
temporal resolutions. Zhang Luo et.al [7] implements Empirical mode decomposition along 
with Bi-LSTM neural network. PM2.5 time series data has been given as an input. This method 
improvised short term prediction mainly for sudden changes. The dataset was collected from 
Beijing hourly and daily for PM2.5. This model is more accurate as compared to another 
standard LSTM model. Sethi J et.al [8] has built a prediction model using supervised learning 
techniques for air quality prediction using AQI. Supervised learning has broadly classified into 
regression, classification and ensemble techniques. The observations are support vector 
machine from regression method, stacking ensemble from ensemble method and decision tree 
from classification method work efficiently and effectively than other technique. Pavani M 
et.al[9] develops a cost-effective model using wireless sensor network for monitoring air 
pollution. The data related to pollutants is collected on real time basis which includes the data 
of sulphur dioxide (SO2) and Ammonia/(NH3) which is acquired through Arduino based Core 
with pre-calibrated sensors off the self. The model is made of Arduino along with gas sensors 
and global system for mobile communication (GSM) and zig-be model. Air pollution is 
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monitored using a system composed of wireless communication via ZigBee protocol. The 
above model proposed fine grained pollution data under different physical condition. Jin Z et 
al.[4] proposed hybrid deep learning predictor, where PM2.5 information decomposed into 
small components by empirical mode decomposition (EMD) at the first, a convolution neural 
network CNN is built based on frequency characteristic CNN classifies all components in fixed 
no of groups. A gated recurrent unit network is used to train each group and the result of GRU 
is fused to get the prediction. The accuracy of the present paper increased greatly. 

3. Proposed Political Rider Competitive Swarm Optimizer approach for air quality and 
carbon monoxide prediction 

Air pollution has become a serious issue especially for urbanization and industrialization; 
hence effective measures need to be taken to control air pollution for sustainable environment. 
This paper develops a systematic approach for SO2 prediction using proposed A-PRCSO based 
NARX and this model is mainly divided into three steps pre-processing, technical indicators 
extractions and prediction stage. Here pre-processing is done through missing value imputation 
and technical indicators are extracted by techniques like TEMA, KC, AMA, ROC, SMA, 
TRIMA, CCI, WillR. Once the technical indicators are extracted, the extracted features are 
given as input to proposed NARX and its network is trained using Adaptive Political Rider 
Competitive Swarm Optimizer. However, the devised model is composed of adaptive PO,CSO 
and ROA respectively. Figure 1 represents block diagram of developed A-PRCSO based 
NARX for SO2 prediction. 

 

 

 

 

 

 
 

 

 

 

 

 
Figure1. Block diagram of developed A-PRCSO algorithm for predicting the air quality 
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3.1 Input data 
The input given for the model is time series data collected from three cities from specific data 
set [21] with n no of samples which is illustrates as 
                                            I= {I1, I2…...In} 
Here Ii represent ith quality data in the dataset and It represents the total samples present in 
dataset  
3.2 Pre-processing using Missing value imputation  
The time series data taken will contain the redundant data, the redundant data needs to be 
removed and missing value imputation needs to be carried out for cleaning the data. The air 
quality data Ii is given as an input for pre-processing where redundant data is removed off by 
using missing value imputation by using mean or median mechanism. The output the pre-
processing stage is represented as Oi. 

3.3 Technical feature indicators extraction 
The output Oi from pre-processing stage is taken and applied for technical feature indicator 
extraction which helps in increasing the accuracy of algorithm to predict air quality data. The 
Technical indicator extraction techniques used for technical indicators are explained in detailed 
below. 
3.3.1 TEMA-Triple Exponential Moving Average 
TEMA is a technical indicator which used multiple EMA and minimizes the lags. Which is 
calculated as follows 

   𝑓𝑎1 = (3 ∗ ema1)  − (3 ∗ ema2)  + ema3  (1) 

The indicator is represented as 𝑓𝑎1. 

3.3.2 KC-Keltner Channel 

Keltner channel is a volatile based technical indicator which includes three bands, upper band, 
middle band and lower band. The middle band is exponential moving average (EMA) and 
upper and lower band and above and below the EMA. The KC equation is as below 
    K = EMA1                                                         (2) 
    EUP = EMA1 + 2 ∗  ATR      (3) 
    ELW = EMA1 − 2 ∗  ATR      (4)   
Where, ATR is average true range, K represents middle level, EUPrepresents upper band, 
ELWrepresents lower band and E1indicates EMA. The indicator is represented as𝑓𝑎2. 

3.3.3 AMA-Adaptive moving average 

AMA [13] is a technical indicator were in the scalable constant is replaced by fixed constant 
the smooth of EME out the air quality data. 

  𝑓𝑎3 =  𝑓𝑎3(1) +  b ∗ C − 𝑓𝑎3(1)                      (5) 

where bis constant and 𝐶. The indicator is represented as 𝑓𝑎3 
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3.3.4 ROC-Rate of Change 

ROC is the technical indicator which measures the change in present air quality and previous 
air quality. 

𝑓𝑎4 =  
( )

( )
∗ 100                                                (6) 

The indicator is represented as 𝑓𝑎4. 

3.4 Air quality prediction using developed Competitive SwarmPolitical Rider Optimizer-
based Non-linear auto-regressive exogenous model. 

Once the effective technical indicators are extracted, then air quality prediction and sulphur 
dioxide prediction are done. The extracted technical indicatorsare usedfor predicting air quality 
prediction using NARX. In addition, the NARX[15] is trained by introduced optimization 
technique, namedCSPRO approach. The devisedCSPROmodel is newly devised by integrating 
Adaptive technique ROA, CSO, and PO. 

3.4.1 Structure of Non -linear Auto-regressive exogenous model. 

The NARX network is dynamic model mainly designed for input-output non-linear dynamic 
models. In this model the output is feedback to the input from the output neurons. NARX is 
used for time series prediction and it is belonging to class of non-linear models and it is 
formulated as 

Q(k + 1)  = f [ Q(k) … … Q(k − ∂y + 1);  Ii (k), Ii (k − Ѳ − ∂Ii + 1)]    (12) 

The above expression can be represented vector form. 

 Q(k + 1)  =  f [Q(k);  Ii(k)] (13) 

Here, the vector Ii (k), Q(k) indicates input and output regressors. The non-linear function f(.) 
is unknown and this is an appropriate value. The output will be resulted into NARX network. 
The NARX model is trained into two modes. The first mode is where the result is fed back to 
input of fed-forward structure of NARX model. The second is known as series-parallel model 
where true output is used instead of estimated output, here the final structure is feed forward 
structure and back propagation technique is used to train it. At stage 1, series-parallel mode is 
generated for training and then it is converted to parallel mode for prediction purpose. The 
output from NARX is represented as Xi Figure 2 demonstrates the architecture of NARX. 
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Figure 2. Architecture of NARX 

Rider position status  
Rider position status updates with the vector solution for a given problem and it is given as 
E=[1 × 𝑙], here 𝑙 indicates the learning factor of NARX. 
Fitness Parameter  
The fitness factor is calculated to obtain the optimal solution it is defined as the change in 
difference between expected outputs(Ai)to estimated output (Ei)from NARX and is 
represented as 

€ = ∑ [𝐴 − 𝐸 ]                                                         (14)      

Where, n represents the total no of samples, the targeted result is notated as 𝐴 and 
resultobtained from NARX is denoted asEi. 
 
 
3.4.2 Adaptive PRCSO for training NARX 
CSPRO is a model which is composed of concept of ROA, RO, and CSO which is mainly used 
to add the weights of NARX. Rider Optimization Algorithm employs group of competitive 
riders to achieve given target to become a winner. There are four different riders bypass, 
attacker, follower and over taker. The bypass rider tries to follow the bypass path to reach the 
target. The Follower rider follows the leading rider to reach the winning position. The over 
taker takes his own route to overtake the leading winner. At last, the attacker riders with the 
maximum speed to attack the leading rider. CSO is nature inspired algorithm, which is inspired 
through particle swarm optimization (PSO). The upgrade of particles is done without the 
inclusion of best location of each particle and global best location.CSO has proven better for 
exploitation and exploration stage. PO is inspired by multi-staged process of politics, wherein 
each party tries to maximize its seats parliament to form a government. By including the 
adaptive concept of ROA, PO and CSO we can increase the prediction accuracy of air quality. 
The steps of A-PRCSO algorithm are elaborated as follow: 
Step 1: Initialization 
Assume the rider is initialized into N-dimensional area into four groups mainly bypass, 
follower, over taker and attacker. The representation for same is: 
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    𝑋 = {𝑋1, 𝑋2, 𝑋3 … . 𝑋𝑚}1 ≤ 𝑗 ≤ 𝑚(15) 
Here, m denotes the total no of riders and 𝑋𝑗represents 𝑗𝑡ℎposition at time𝑡. The number of 
riders in a group determines the number of riders. 
    𝑚 =  𝑏𝑟 + 𝑓𝑟 + 𝑜𝑟 + 𝑎𝑟          (16) 
Here, b𝑟,f𝑟,𝑜𝑟and 𝑎𝑟represents number of bypasses, follower, over taker and attacker riders 
respectively. Hence the correlation between them is represented as: 

    𝑏𝑟 = 𝑓𝑟 = 𝑜𝑟 = 𝑎𝑟 =                (17) 

 
Once the rider’s group is initialized then the factors like accelerator, steering, gear and brake 
are also initialized. 
 
 
Step 2: Evaluation of fitness parameter 
The objective is to determine the solution by computing the change in difference between 
expected outputs to actual output from NARX. Equation is stated in equation no (14). 
Step 3: Evaluating the success rate 
Once the riders and rider parameters are initialized the success rate of riders can be calculated 
based on the distance, and is given as 

𝑤 =                                                               (18) 

Here, 𝑌 is the location of the thj rider and T𝑡is the location of target. To develop the success 

rate, the distance should be minimized and hence, the reciprocal of distance factor delivers the 
success rate of rider. 
Step 4: Identifying leading rider 
Calculating success rate will identify the leading rider who is very nearby to target location. 
The rider who is at minimum distance from target location and has high success rate is 
considered to be leading rider. The rider’s position keeps on change based on time hence any 
rider can be at the leading position. 
Step 5: Updating of rider’s location 
Each rider’s location is updated to identify the winning rider of the race. The updating of rider’s 
location is described as below: 
(i) Updating position of bypass rider 
Bypass rider follows the shortest path to reach the destination, without following the leading 
rider. The equation for bypass rider to update his location is as follows 

𝑌 (𝑖, ℎ) = 𝜕 𝑌 (𝛼, ℎ) ∗ 𝛾(𝑗) + 𝑌 (€, 𝑗) ∗ 1 − 𝛾(𝑗)                             (19)     

Here, ∂is random value and it value ranges between 0 and 1, αis the random value ranges 
between 1 and cand €  is  random values lies between [0,1]. 
(ii) Updating position of follower rider 
Follower rider follows the leading rider to update his position with the target of winning. The 
equation of follower rider to update his position is as follows. 

        𝑌 (𝑖, ℎ) = 𝑌 (𝑤𝑟, ℎ) + 𝐶𝑜𝑠 𝐺 , ∗ 𝑌 (𝑤𝑟, ℎ) ∗ 𝐷𝑑              (20) 
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Here, h is the coordinate selector, leading rider position is Ywrand 𝑤𝑟 is the representation of 

leading leader. However, 𝐺 , is the steering angle of the 𝑖 rider in the thh coordinate and the 

distance to be covered by the 𝑖 rider is specified as 𝐷𝑑  

(iii) Updating position of over taker rider 

Over taker rider updates his position based on three main parameters mainly coordinate 
selector, relative success rate and direction indicator. Additionally, the change in leading riders’ 
position and over taker riders’ position is expressed suing coordinates. Later, the directional 
indicator of each rider in the race is calculated based on the success rate. The equation of over 
taker rider to updated his position is as follows 

                                  𝑌 (𝑖, ℎ) = 𝑌 (𝑖, ℎ) + [𝐷 (𝑖) ∗ 𝑌 (𝑤𝑟, ℎ)]                        (21) 

Here, 𝑌 (𝑖, ℎ) indicates the position of the 𝑖 rider in the thh coordinate and 𝐷 (𝑖) is the 

direction indicator of 𝑖 .rider at time instant𝑡. The formula for relative success rate is defined 
as: 

The direction indicator is formulated depending upon the relative success rate as 

𝐷 (𝑖) =
( )

− 1                                                  (22) 

Here, RS𝑅 (𝑖) implies the relative success rate of 𝑖 rider at time period t . 

By, combining ROA, PO and CSO the updated equation of overtaken is given as 

𝑌 (𝑖, ℎ) = 1 −
𝑁 + 𝜂𝑁 − 1

𝑁 + 𝜂𝑁
∗

𝐽 (𝑖)

2𝑣
∗

𝑁 + 𝜂𝑁 − 1

𝑁 + 𝜂𝑁
∗ 𝐽 (𝑖) ∗

(2𝑣 − 1)

2𝑣
𝑌 (𝑖, ℎ)

−
𝑁 + 𝜂𝑁 − 1

𝑁 + 𝜂𝑁
∗ 

𝑁 𝑌 (𝑖, ℎ) + 𝑌 (𝑧, ℎ) + 𝜂𝑁 𝑁

1 − 𝑁 − 𝜂𝑁
 

      𝜂 = 5 −

∗ 𝑅𝑆𝑅 (𝑖)   (24) 

Here,  is made as adaptive ROA, PO and CSO and RS𝑅 (𝑖) indicates relative success rate. 

The off time and maximum number of iterations is denoted as offTt and maxTt , respectively. The 

number of coordinates is indicated as𝐶. 
 

(iv)  Updating position of attacker 
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Attacker rider updates his position same as that of follower to reach the winner position. Rather 
than taking the selected values he updates values in all coordinates. The equation of over taker 
rider to update his position is as follows: 

𝑌 (𝑖, ℎ) = 𝑌 (𝑤𝑟, ℎ) + 𝐶𝑜𝑠 𝐺 , ∗ 𝑌 (𝑤𝑟, 𝑖) + 𝐷                           (25) 

Here, 𝑌 (𝑤𝑟, ℎ) represent the location of leading position. The steering angle of 𝑖 rider at 

ℎ coordinator is represented 𝐶𝑜𝑠 𝐺 ,  and distance travelled by 𝑖  rider is represented as 

𝐷 . 

Step 6: Confirming the solution feasibility 
After updating the rider’s position, the one having the optimal value is considered as optimal 
solution. 
Step 7: Update riders’ parameter 
The rider parameter is updated to get the optimal solution. A counter as extra parameter is 
added to update. The steering angle and gear updated based on counter 

Step 8: Termination 
The steps are repeated till𝑇𝑡  is reached and the winner is identified.  

The Pseudo code for CSPRO is 

1. Input: Location of Riders𝑋  

2. Output: Winning Rider 𝑋  

3. Begin 

4. Initialize the riders 

5. Initialize rider parameters like steering angle G, gear Gr, brake Ba, accelerator Ac. 

6. Calculate the fitness function Eq (14) 

7. Calculate Relative Success rate RSRt 

8. while offTtTt   

9. for i= 1to c 

10.                   Update Bypass rider position Eq (19) 

11.                   Update Follower rider position Eq (20) 

12.                   Update Overtaker rider position Eq (21) 

13.                    Update Attacker rider position Eq (25) 

14.           Check the feasibility 

15.           Updation of rider’s parameter 

16. return: winning rider 

17. 𝑡 = 𝑡 + 1 

18.  end for 

19. end while 

20. Terminate 
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3.5 Result and Discussion 

The Simulation discussion of proposed work of CSPRO based NARX model is carries on 
Delhi-city 

3.5.1 Experimental setup 

The proposed methodology is implemented in PYTHON tool using windows 10 OS, 4 GB 
RAM, and intel core-i5 processor 

3.5.2 Dataset Description 

The proposed model CSPRO is using air quality time- series data from Indian air quality data 
[5], which effectively predicts the air quality prediction. Moreover, dataset is comprised of air 
quality data and Air Quality Index (AQI) from different location of India on hourly basis and 
daily basis. The data contains in five different files such as city hour, station hour, station day, 
city day, and stations. Three cities are taken for predicting air quality data prediction. 

3.5.3 Performance Measure 

The Proposed CSPRO using NARX is measured using performance metrics like Mean Square 
Error (MSE) and Mean Absolute Percentage Error (MAPE). 

(i) MSE 
Mean Squared Eror is defined as the average squared difference between the actual values and 
the estimated values by NARX classifier and it is defined in Eq. (14). 
(ii) MAPE 
Mean Absolute Prediction Error is the mean of difference between real value and estimated 
value. 

𝑀𝐴𝑃𝐸 = ∑ |𝑃 − 𝐴 |                                                     (26) 

Here, m signifies the total samples, 𝑃 denotes the absolute value and the estimated result from 
NARX is expressed as 𝐴 . 

3.5.4 Comparative Analysis 

The performance of proposed CSPRO is compared and analysed with different methods like, 
deep learning [20], Bidirectional LSTM [16], weighted fuzzy method [17],RCSO-based Rider 
Deep LSTM, and PRCSO-based DRNN.  

(i) Analysis on city-1 

Figure 3 illustrates the performance of CSPRO based NARX with respect to MSE on city-1. 
Considering training set of 90% the MSE of deep learning obtained value 0.375, Bidirectional 
LSTM obtained value 0.353, weighted fuzzy method vale of MSE is 0.272, RCSO-based Rider 
Deep LSTM is 0.173, PRCSO-based DRNN is 0.128. However, the proposed A-PRCSO 
gained MSE of value 0.119. 



CSPRO: NOVEL COMPETITIVE SWARM POLITICAL RIDER OPTIMIZER BASED NARX FOR AIR POLLUTION 
PREDICTION 

Journal of Data Acquisition and Processing Vol. 37 (5) 2022      1344 
 
 

 

Figure 3: Analysis of MSE of city-1 

Figure 4 illustrates the performance of CSPRO based NARX with respect to city12. By  
considering the training set as 90% the MAPE for proposed CSPRO is 3.806% as compared 

to following algorithm like deep learning, Bi-directional LSTM. Weighted fuzzy model, 
RCSO-based Rider Deep LSTM, PRCSO based DRNN is 44.759%,39.976%,36.742%, 

8.279% and 3.995% respectively. 

 

Figure 4: Analysis of MAPE of city-1 

 

(ii) Analysis on city-2 

Figure 5 illustrates the performance of CSPRO based NARX with respect to MSE on city-2. 
Considering training set of 90% the MSE of deep learning obtained value 0.439, Bidirectional 
LSTM obtained value 0.369, weighted fuzzy method vale of MSE is 0.308, RCSO-based Rider 
Deep LSTM is 0.218, PRCSO-based DRNN is 0.117. However, the proposed CSPRO gained 
MSE of value 0.068 
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Figure 5: Analysis of MSE based on city-2 

The following figure 6 depicts the performance of proposed work with respect to MAPE on 
city-2, considering training set of 90%, the MAPE of deep learning method, Bidirectional 
LSTM, weighted fuzzy method, RCSO-based Rider Deep LSTM, PRCSO-based DRNN 
obtained are 42.325%, 35.401%, 32.430%, 8.277%, and 3.449%, respectively and the MAPE 
obtained for proposed work is 3.108%.   

 
Figure 6: Analysis of MAPE based on city-2 

(iii) Analysis on city-3 
Figure 7depicts the evaluation of modelled technique in terms of MSE. For training data=90%, 
MSE attained by Adaptive PRCSO-based NARX is 0.109 while the conventional models 
yielded the MSE as 0.440 for deep learning, 0.375 for Bidirectional LSTM, 0.304 for weighted 
fuzzy method, 0.269 for RCSO-based Rider Deep LSTM, and 0.123 for PRCSO-based DRNN. 
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Figure 7 Analysis of MSE based on city-3 

The analysis done by proposed Adaptive PRCSO-based NARX in accordance with MAPE is 
illustrated in figure 8. When the training data as 90%, MAPE obtained by designed technique 
is 4.097%, whereas the MAPE yielded by existing techniques, such as deep learning, 
bidirectional LSTM, weighted fuzzy model, RCSO-based Rider Deep LSTM, and PRCSO-
based DRNN is 42.708%, 38.472%, 31.386%, 7.119%, and 4.119%, respectively 

 

 

Figure 8: Analysis of MAPE based on city-3 

3.5.5 Comparative Analysis 

This section depicts the comparative discussion of developed CSPRO-based NARX with 
existing techniques. Table 1 represents the comparison based on MSE and MAPE of three cities 
for air quality prediction for 90% training data. The given table shows that the proposed model 
CSPRO performs better for air quality prediction with MSE of 0.09% and MAPE of 2.76%. 

Table 1: Comparative Discussion 



CSPRO: NOVEL COMPETITIVE SWARM POLITICAL RIDER OPTIMIZER BASED NARX FOR AIR POLLUTION 
PREDICTION 

Journal of Data Acquisition and Processing Vol. 37 (5) 2022      1347 
 
 

Based 
on 

For Metrics 
Deep 

learning 
Bidirectional 

LSTM 

Weighted 
Fuzzy 
model 

RCSO-
based 
Rider 
Deep 

LSTM 

Proposed 
PRCSO-

based 
DRNN 

Air 
Quality 

City-
1 

MSE 6.21% 2.34% 1.55% .54% 0.09% 

MAPE 
(%) 

40.95% 36.169% 32.935% 7.11% 2.76% 

City-
2 

MSE 3.71% 3.01% 2.4% 1.5% 0.34% 

MAPE 
(%) 

38.99% 32% 29.02% 4.887% 0.08% 

City3 

MSE 3.31% 2.65% 1.95% 1.6% 0.14% 

MAPE 
(%) 

38.613% 34.38% 27.289% 3.022% 0.022% 

4. Conclusion 

This paper presents the developed air quality prediction approach based on CSPRO based 
NARX model. Here, the time series data is taken from a dataset and then the pre-processing is 
taken to remove the redundant data. The missing value imputation is carried out to remove 
redundant data and pre-processed data is given to technical indicator extraction process. A time 
series model named NARX is used for predicting data for air quality. The NARX is trained by 
developed CSPRO. In addition, CSPROis newly designed by combiningPO, CSO and ROA 
method. The performance measures used to evaluate proposed model is MSE and MAPE. The 
developed model CSPRO based NARX obtained better performance with regards to MAPE of 
2.76% and MSE of .09%. In addition, the devised CSPRO-based DRNN technique can be 
further improved by including other effective optimization algorithm with deep learning 
technique.  
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