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Abstract—Social media is a source of low cost source of news and information. It is also work 
as information gathering and distribution toolduring the disaster situation.In this paper, we 
proposed an experimental model for simulating the use of social media data in disaster 
management. The focus of the model is to design a system which can early detect the natural 
disaster, identify the help request, getting feedback of response and obtain the situational 
awareness of the disaster conditions. In order to accomplish such model we implemented a 
modified Fuzzy C Means (FCM) clustering algorithms. Additionally by enhancing the 
centroids calculation for different situations the learning of the model is enhanced with the 
increasing amount of sample data.The experimental model has been implemented and the 
experiments are conducted on a publically available dataset. Based on the experimental results 
the proposed model found effective accuracy and acceptable training time. Therefore this 
model will help to manage the disaster situation from initiation to the disaster response. 
Keywords— Disaster Management, Machine Learning Algorithm, Unsupervised Learning, 
Experimental Study, Performance Comparison. 
Introduction 
The social media is become one of the most powerful tool for collecting and distributing the 
information worldwide. Therefore it is now utilized in a number of real world applications for 
providing ease in human life. Among various humanitarian applications the disaster 
management is one of the applications where we can utilize the social media data for reducing 
the human and economical losses. During disasters people utilizesthe social media platform to 
share information about the disaster situation.This information will help to manage disaster in 
different phases.In this paper a new model is introduced using the machine learning and text 
processing techniques, which will filter and extract information regarding the natural disaster 
in four different administrative tasks. 
 Early stage natural disaster detection: The aim is to identify the disaster events using 
the social media post in early phases that will help to identify and provide information to the 
target location.  
 Identification of help related social media request:The aim of this module is to 
categorize the social media data according to help related request. Using this analysis 
administrator will send alert to the nearest response team to provide timely help and support to 
victims. 
 Getting feedback of response: the aim is to getting the feedback related to the response 
for the help request. 
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 Getting the situational awareness: the social media data can also be used for recovering 
the updates and situation about the disaster. 
In this presented work we proposed a model for computing the discussed objectives using the 
unsupervised learning techniques and the text processing methods. This section provides the 
overview of the proposed work involved in this paper, the next section discuss the clustering 
technique utilized for performing the learning and obtaining the required outcomes. 
related work 
In this section the recently developed approach for social media data analysis is discussed. The 
discussion will help to understand the proposed model of disaster management. The proposed 
work is aimed to develop a machine learning model which is able to perform the following 
task: 
 Identify the valuable tweets indicating disaster situation 
 Extracting the new keywords for incorporating with the learning system 
 Performing the sentiment analysis to rank the severity of the disaster 
The dataset is obtained from the Kaggle [18], the dataset contains 5 attributes and 7503 
instances.The attributes are ID, keyword, location, text and target. During preprocessing we 
eliminate ID.Additionally, the keyword and location has a lot of missing values therefore we 
also removed them. Finally we utilize the text and target attributes. In order to utilize the text 
and target first we process the text. 
The text preprocessing reduces the noise such as abbreviations, stop words and special 
characters. In this analysis the hash-tags are very valuable and utilized as potential keywords. 
Therefore, during preprocessingwe eliminate the stop words, special characters and 
abbreviations but preserve the hash-tag keywords. Additionally, we used a feature selection 
process to transform text for utilizing with the ML algorithms.Here, we utilized the Term 
Frequency and Inverse Document Frequency (TF-IDF) and defined as: 

𝑇𝐹 =
𝑐𝑜𝑢𝑛𝑡 𝑜𝑓 𝑎 𝑡𝑒𝑟𝑚 𝑖𝑛 𝑎 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡

𝑡𝑜𝑡𝑎𝑙 𝑡𝑒𝑟𝑚 𝑖𝑛 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 
… … … (1) 

And  

𝐼𝐷𝐹 = log
𝑁

𝑑𝑓(𝑡)
… … … … . . (2) 

Where df(t) is Document frequency of a term t, and N is Number of documents containing the 
term t. 
Finally for selecting features the weights are calculated using: 

𝑤 = 𝑡𝑓 ∗ 𝐼𝐷𝐹 … … … … . (3) 
The weights are used for selecting keywords from the text and transformed the text into a 
learnablevector. 
Next, task is the identification of the tweets that are potentially belongs to the natural disaster. 
But there are limited labeled data available for supervised learning therefore unsupervised 
learning technique is appropriate for learning. Thus, we utilized FCM algorithm, which 
utilizedan initial centroid and a modified process to update the centroid. Let, the C is the initial 
centroid: 

𝐶 = {𝑛𝑢𝑙𝑙} … … … … … . (4) 
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In tweeter for trending event users are utilizing specific hash tags. Thus, from the training 
samples we select keywords with hash tags H and is given by: 

𝐻 = {𝑘 , 𝑘 , … , 𝑘 } … … … … … (5) 

Where, k_i is the ith keyword selected through hash tags. 
But vector H has different complexities like Duplicate words and Word with similar meaning 
or incomplete spelling. The duplicate words are reduced by: 

𝑈𝐷 = {𝐻: 𝑘 ∉ 𝑈𝐷} … … … (6) 

Additionally, for words which have the similar spelling we utilized the levenshtein distance L. 
If the distance among two keywords in the set UD has the similarity greater then threshold 
T=0.75. Therefore, 

𝑅 =
𝑖𝑓(𝐿(𝑘 , 𝑘 ) > 0.75)  𝑡ℎ𝑒𝑛 𝑎𝑑𝑑 𝑡𝑜 𝑅

𝑒𝑙𝑠𝑒 𝑟𝑒𝑚𝑜𝑣𝑒 𝑓𝑟𝑜𝑚 𝑙𝑖𝑠𝑡
… … … . . (7) 

After refining the keywords from the selected hash tags we get a vector R as: 

𝑅 = {𝑘 , 𝑘 , … , 𝑘 } … … … … … (8) 

Here, similar size of centroid is used as the length of feature. Let the length of feature is p, then 
we partitioned the centroid into length of n. Therefore centroid C, 

𝐶 =
𝑖𝑓 𝑝 ≥ 𝑛   𝑡ℎ𝑒𝑛 𝐶 = 𝑝𝑎𝑑(𝑅)

𝑖𝑓 𝑃 < 𝑛 𝑡ℎ𝑒𝑛 𝐶 = 𝑝𝑎𝑟𝑡(𝑅)
… … … (9) 

Where, pad(R) is the sequence padding if the length of centroid is less than the feature, and 
part(R) is partition of centroid into two or more parts based on length p. 
Now we utilize the centroid C and feature 𝑋 = {𝑥 , 𝑥 , … , 𝑥 } obtained by TF-IDF technique. 

Next, we apply the FCM then we need to minimize the objective function: 

𝐽 =  𝑢 ∥ 𝑥 − 𝑐 ∥ ⋯ … … . . (10) 

Where, m is assumed m=2, u_ijis the membership of x_i in the clusterj, x_i is the ithelement 
ofx,c_j is the centroid, and ||*|| is the similarity. 
FCM is optimizing an objective function given in equation (7) and for computing membership 
u_ij the equation (8) will be used: 

𝑢 =  
1

∑
∥ 𝑥 − 𝑐 ∥
∥ 𝑥 − 𝑐 ∥

… … … … . (11) 

And the centroids are updated usingequation (12): 

𝑐 =  
∑ 𝑢 . 𝑥

∑ 𝑢
… … … … … (12) 

After applying the clustering algorithms the tweets related to disaster events are ranked 
according to the neediness of people thus sentiment analysis is performed for ranking. A 
sentiment score calculation library namely Valence Aware Dictionary and sEntimentReasoner 
(VADER) [19] is used for this task. The sentiment score is measured using function 
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“polarity_scores”. Itresults in four scores for a sentence or paragraph:Negative (0 – 1), Positive 
(0 – 1), Neutral (0 – 1), and Compound (-1 - +1). We utilize the compound sentiment score for 
sentiment analysis. Thus to map the sentiment score into the needs the mapping functionM is 
used equation (13). 

𝑀 =

𝑖𝑓 𝑆 ≥ 0  𝑅 𝑟𝑒𝑐𝑒𝑖𝑣𝑒𝑑 
𝑖𝑓 𝑆 < 0 𝑎𝑛𝑑 > −0.5 𝑅 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑

𝑖𝑓 𝑆 < −0.5 𝑡ℎ𝑒𝑛 𝐼𝑅 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 
… . . . (13) 

Where, S is score, R is response required, IR is immediate response needed. 
Then we performed experimental evaluation thus a set of training and validation is prepared 
i.e. 70-30, 75-25 and 80-20,additionally, compared with the baseline FCM algorithm. In this 
context accuracy is considered as primary matrix, the accuracy is a ratio of correctly predicted 
class on the total samples and can be calculated using equation (14): 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
𝑋100 … … (14) 

Next, for efficiency the training time is calculated. It is the amount of time taken to perform 
training,and calculated using equation (15): 

𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 = 𝑒𝑛𝑑 𝑡𝑖𝑚𝑒 − 𝑠𝑡𝑎𝑟𝑡 𝑡𝑖𝑚𝑒 … … … … (15) 

The aim is to obtain the accurate classification of disaster events and identify the urgent request. 
Thus, a FCM algorithm is modified for categorizing the tweets into disaster and non disaster 
events. Additionally, a sentiment scores is utilized for identifying the intensity of request. 
Figure 1(A) and table 1 shows the accuracy of theclustering algorithms.In this figure X axis 
shows the training and validation sample ratio and Y axis shows thepercentage (%) accuracy. 
According to the results, the increasing training sample will improve the classification 
algorithms.The proposed method also enhances the performance as compared to traditional 
FCM. The reason is that the selection of potential keywords are better to represent information 
on the other hand the traditional FCM only usage the TF-IDF based features to learn, which 
can have noisy keywords. 
Next,figure 1(B) and table 1 demonstrates the training time of the clustering algorithms.The 
training time is measured in terms of seconds (Sec). The X axis shows the sample size, and Y 
axis shows the training time of the models. According to the results, we found the increasing 
training sample will increase the training time. The proposed technique requires less training 
time as compared to traditional FCM because the initially created single centroid is updated 
with the new data. The proposed algorithm optimizing a single cluster but the traditional FCM 
needed to optimize both the clusters. Thus,we found that the proposed FCM is suitable for more 
accurate and efficient than the traditional FCM. 

Table 1Performance of Clustering Algorithms  

  Accuracy (%) Training time (Sec) 

S. No. Training and validation 
ratio 

Proposed FCM Traditional 
FCM 

Proposed FCM Traditional 
FCM 

1 70-30 83.8 72.7 105 157 

2 75-25 86.2 74.4 112 169 
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The proposed social media content analysis algorithm modifies the traditional FCM to 
minimize the training time and enhancing the accuracy. The modification involves the centroid 
selection and optimization by learning the potential keywords.  
    

Figure 1 shows the performance in terms of (A) Accuracy and (B) Training Time 
Proposed work 
The aim of the proposed work is enhance the discussed model in previous section. The existing 
model can identify the tweets indicating disaster, extractionof new keywords for incorporating 
in the learning, and performing the sentiment analysis to rank the severity of the disaster. But 
the current model is not able to describe the type of natural disaster event. Additionally 
introduce framework for providing a plan for application development for disaster 
management. An overview of the proposed model is demonstrated in figure 2. The proposed 
model is utilized for disaster management for the administrative point of view. Using the given 
model the administrator can perform the following key tasks: 
 Identification of new natural disasters 
 Obtaining and updating the information about the disaster  
 Getting requests from the affected area  
 Managing feedback of request response 
Identification of New disaters and it’s type 
The social media data is essential source of information for collecting and scrutinized according 
to the needs. In this presented work. We proposed to utilize the social media for designing an 
effective system for managing the disaster as administrator. 
Among first task is to identify the disaster event start happening. In this context, we need to 
identify the social media post which belongs to the natural disaster events. Therefore, we create 
a list of keywords which indicate the natural disaster events. The essential keywords are: 
disaster, earthquake, flood, flash, hurricane, tsunami, thunder storm and cyclone. These 
keywords are utilized as a centroid for the clustering algorithm. Then, the update process is 
used to enhance the centroid. 
In order to update the centroid, we utilize the pre-labeled disaster event data. And with only 
natural disaster labeled data is used to prepare the centroid. In this context, we select a random 
instance of the TF-IDF based vectored data additionally the previously assumed keywords are 

3 80-20 89.1 78.2 136 181 
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also merged with it. Thus if the initial keyword list 𝑘 = (𝑘 , 𝑘 , … , 𝑘 ) and the selected random 
instance  𝐼 = (𝑖 , 𝑖 , … , 𝑖 ). Then new centroid is created by mearging both the list by replacing 

the lesss wighted keywords. Thus the new list can be defined as 

𝐼𝐾 = {𝑖𝑘 , 𝑖𝑘 , … , 𝑖𝑘 } … … … (16) 
Additionally by comparing the IK_l with the new post feaures  F = (f , f , … , f ) we calculate 
the similar post for identifying the new event if happen. Further, disaster related post is 
categorized into three main parts: 
 New identified: when the legitimate disaster categorized post with new noun appeared, 
categorized post as new disaster detected. Additionally, it is necessary to detect early within 1 
hour. Using this information the administrator can issue alert for the effective location.   
 Happening:after an hour of disaster event the detected post are may be relevant request 
or a help. Therefore, the administrator is utilizing this information for sending alters to the 
nearest response team.   
 Response: after alert by tracking the post the feedback of the response can be collected. 
In order to detect social media post in early stages by using the centroid IK_l. We consider 
some newly added keywords by administration related to information obtained from the 
governmental sources. 

 
Figure 2 proposed disaster management system 

Managing new updates 
In order to manage the updates about the identified disaster the recently identified posts are 
utilized for identifying the recent disaster related post. Therefore a new centroid is constructed: 

𝐻 = {ℎ , ℎ , … , ℎ } … … … (17) 
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In this context, the social media post after detection of first post is continuously utilized to 
cluster and update centroids.  
Getting help request from the affeced area 
This method for extracting help related social media post is given in section II. This method is 
utilized after identification of first post.  That extracts the help request from the disaster victim. 
Managing the response  
After one hour of alter or help request the social media text is used to identify the action taken 
by the nearest team and/ or current status of the action taken. Therefore, the sentiment based 
classification is performed for identifying the response satisfaction of the disaster response. In 
order to perform this sentiment analysis task the equation (13) is used. 
In order to organize these functions into an application the required flow is demonstrated in 
figure 3. In this given model the social media stream is used as input. The social media data is 
first preprocessed and vectored based on the TF-IDF technique. After that the centroid as 
defined in equation (16) is used to perform clustering. The resultant cluster is indicating new 
event identification. After an hour of first social media post detection the three different 
consequences can be recovered getting updates about the disaster effect, identification of help 
request, and sentiment analysis to get feedback of the disaster victims. Therefore, first we 
utilize the FCM clustering with the centroid H_l as described in equation (17). Next we utilize 
the FCM clustering using the with the centroid C as described in equation (9), and then 
sentiment analysis of post have been performed for identifying the sentiments or feedback of 
the disaster victims. 
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Figure 3 The processes involve step of identifying different administrative insights for disaster 
management  
Results analysis 
After implementation of the simulation as described in the above section the performance of 
the model is calculated. Therefore the FCM algorithm is used with two different scenarios: 
 For early detection of natural disasters thus simple IK_l is used as centroid 
 For getting updates and request related post thus FCM clustering with two centroids are 
performed, where first centroid is H_l and second is C. 

The experiments with both the scenario have been performed and the performance in terms of 
accuracy and training time is measured. The accuracy can be estimated using the equation (14) 
and the training time is calculated using the equation (15).The figure 4 and table 2 demonstrate 
the obtained results from both the experimental scenarios. The figure 4(A) demonstrate the 
accuracy measured in terms of percentage (%). According to the obtained results the accuracy 
of the scenario 2 is higher as compared to scenario 1. Additionally the accuracy of the model 
is enhancing with the increase in experimental sample. Therefore, inclusion of the more data 
with the time will improve the performance.  
On the other hand the training time of both the models are given in figure 4(B). The training 
time of the models are measured in terms of seconds. The training time of both the models are 
increasing with the increasing amount of training samples. But the training time of scenario 2 
is higher as compared to scenario 1. The centroid update process is most time consuming task. 
Therefore in order toupdate the two different centroids the scenario 2 utilize more time. 
    

Table 2 Performance Results of the implemented model for both the experimental scenario  

Sample Size  Accuracy (%) Training time 

Scenario 1 Scenario 2 Scenario 1 Scenario 2 

1000 67.8 66.2 25.4 29.6 

2000 69.5 70.1 42.7 48.2 

5000 72.9 74.5 89.6 101.5 

7503 76.4 77.8 133.8 151.3 



UNSUPERVISED LEARNING FOR SOCIAL MEDIA TEXT ANALYSIS FORDISASTER MANAGEMENT SYSTEM 

Journal of Data Acquisition and Processing Vol. 37 (5) 2022      1428 
 
 

Figure 4 Performance in terms of (A) accuracy and (B) Training time 
conclusion  
The disaster management is one of the critical applications for saving human and economical 
loss during natural disasters. In this context, we proposed an unsupervised learning approach 
based on fuzzy c means clustering for utilizing the social media data and obtain the 
administrative insights for providing timely help and relief to the disaster victims. The model 
is not only providing ease in timely relief management, it is also useful for early disaster 
detection, identification of help request, collecting the response feedback, and updates on the 
current disaster situation. 
The proposed model is implemented on simulation level and the performance of the 
implemented model in two experimental scenarios has been carried out. The experimental 
results demonstrate the FCM for early stage detection of disaster is performing less accurate as 
compared to categorization and identification of help related post and update collection. The 
reason is that in early stage the new keywords are appeared with the natural disaster which will 
work as noise for the FCM algorithm. However, the model is at the experimental level but the 
refined and tuned model will help the disaster management teams to locate and enhance the 
coordination in disaster management. 
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