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Abstract 
In the past decade, information extraction played an essential role in bioinformatics, medical 
analysis, and the healthcare system, and it’s still in the budding stage for nanomaterials. The 
crucial step in the information extraction process is extracting and analyzing unstructured text 
documents. The use of transformer models for this task has been rapidly growing in the field 
of nanomaterials. To facilitate our work, this paper proposes the fundamental task of relation 
extraction manually and outlines the step-by-step characteristics of a pre-trained Bert Model. 
BERT (Bi-Directional Encoder Representation from Transformers) symbolized the use of pre-
train to comprehend the language and fine-tune it to learn a particular task. The training phase 
is usually composed of the next sentence prediction model and the MLM (Masked Language 
Model). The various relation extraction BERT algorithms that have been applied in recent 
articles are examined in this paper. This article analyzed the data for nanomaterial existing 
documents, for information extraction, by using BERT models like SciBert, MatSciBert, and 
BioBert. This paper identifies the relations present in the sentence and labels the entities, using 
the NER (named entity recognition) model. Finally, use the most recent and cutting-edge deep 
learning techniques as baseline models and carry out extensive experiments using MatSciBert, 
which yielded a good results accuracy of 72.79%. In essence, this paper provides detailed 
information on successfully customizing deep learning for healthcare applications. According 
to the comprehensive findings from the models, the article has shown that relation extraction 
in Material Bert gives better accuracy compared to other BERT models. 
Keywords — Nanoinformatics, MLM, Relation Extraction, BERT; 

I. INTRODUCTION 

Named Entity Recognition (NER) and Relation Extraction (RE) are the two conceptual tasks 
for deep learning in NLP (natural language processing). The process of determining the 
connections that exist between the many entities discussed in a sentence is known as relation 
extraction. Consider the following sentence as an example, Minimum pore size required to 
enable ingrowth of along with the blood supply surrounding the bone is about 100–150 mm for 
macropores. Here pore size and 100-150 mm are considered an entity and “along with the blood 
supply surrounding the bone” is the relation between the sentences. Recently increasing 
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number of pieces of literature, state of art neural network models for both the NER and Relation 
Extraction task. Natural language processing studies have revealed that recently relation 
extraction has evolved around neural models that make substantial use of pretraining-based 
language modeling [1]. From sentence categorization to sequence prediction, BERT had shown 
significant improvement throughout a broad spectrum of natural language activities [2]. 
Researchers can use the pre-trained models in relation extraction and semantic labeling state of 
art methods without syntactic features, but for biomedical, Nanoinformatics domains we must 
use syntactic or lexical features. We show that simple deep neural BERT achieves state-of-art 
relation extraction in the Nanoinformatics domain. The following sections of this paper will 
explain the Encoding and Decoding with attention mechanism for relation extraction, and 
pretraining and fine-tuning methods [3] [4]. 

II. NAMED ENTITY RECOGNITION IN BERT 

NER is the most standard for preprocessing tasks, and predefined categories for the key 
information like the person, location, organization, date/time, etc., And detects the entities from 
the text documents and it can classify them into different categories. For example, Sundar 
Pichai, the CEO of Google Inc. is walking in the streets of California. In this example, we can 
classify as [Person: Sundar Pichai] [org: Google Inc.], [location: California]. NER machine and 
deep learning algorithms are mainly focused on Rule-based Parsing, Dictionary-based 
methods, POS Tagging methods, and Dependency Parsing for extracting the entities. Given 
that n Entities can be represented in a relation R, it can be assigned as R (e1, e2, e3, ...en). For 
example, the nanomaterial sentence will be represented as “The presence of calcium phosphate 
in bone takes the shape of needle-like crystals that are nanometer-sized and measure roughly 
5-20 nm in width and 60 nm in length, with a poorly crystallized.” In this sentence calcium 
phosphate, nanometer-sized needle, crystal, approximately 5-20 nm width by 60nm, 
crystallized are referred to as entities. 

III. RELATION EXTRACTION IN BERT 

Bidirectional Encoder Representations from Transformers, or BERT, was developed by Google 
with the aim of natural language processing (NLP) pre-training. BERT is a methodology for 
machine learning that is built on transformers. Jacob Devlin and the other Google employees 
he works with are the ones who are accountable for the production and release of BERT in 
2018. 

A. BERT types 

The following table 1 and 2 survey represents BERT architecture usage in the Biomedical, 
Materials [5], and Mathematics domains and for various languages like Arabic, Dutch, and 
French [6]. 

B. Understanding the Transformers 

Recently many researchers in the field of text mining have heard about BERT, GPT-3, 
RoBERT, ALBERT, Bio Bert, XLNet, and so on. The sheer number of new models appears to 
be enormous, we understand the Transformer architecture, and want to learn the inner workings 
of all these models. Before Bert, the text mining field exists with Continuous word embeddings 
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that were developed to better classify the semantic meaning and similarity of words. The 
sequence-to-sequence approach of the deep neural network is being used to extract semantic 
and syntactic information from large amounts of unstructured text [3]. Transformer models 
handle the encoding of the sentences. Pre-trained models handle the complexity of self-
supervised learning, the mask of words, we can use a large dataset train to predict the masked 
words, that way the model can learn. One of the most valuable aspects that deep learning needs 
to work on word representation, it promotes the same. The embedding layer is another essential 
critical feature that is utilized in the process of compressing the input feature space into a more 
reasonable size.  

IV. BERT ARCHITECTURE 

The model of word representation that is contextualized BERT was developed using 
bidirectional transformers in its training and is based on a masked language model [2] [4]. 
BERT can be found in the paper of Devlin. Due to the inherent structure of language modeling, 
in which it is hard to predict what words will come next, earlier linguistic systems were 
restricted to a combination of only two language paradigms that only go in one direction. BERT 
makes use of a model of masked language that predicts the appearance of randomly masked 
words in a string. This enables it to be utilized for the purpose of learning representations in 
both directions, which is useful in many applications. 

TABLE I: BERT models in the Biomedical and Material Science domain 

S.No Name Purpose URL 

1. BioBERT [7] Biomedical and 
clinical text 

https://github.com/dmis-lab/biobert-
pytorch 

2. SciBERT [8] Biomedical text https://github.com/allenai/SciSpaCy 

3. BioALBERT [9] Biomedical text https://github.com/usmaann/BioALBERT 

4. MATBERT [10] Material text https://github.com/lbnlp/MatBERT 

5. PUBMEDBERT[11] Biomedical 
Abstract 

https://github.com/ncbi-nlp/bluebert 

6. MatSciBERT [12] Material text https://github.com/M3RG-
IITD/MatSciBERT 

 
TABLE II: BERT models in some other domains 

S.No Name Purpose URL 

1. AraBERT 
[13] 

Arabic text https://github.com/aub-mind/arabert 

2. RoBERT [14] Common text more 
than the original 
BERT model 

https://aka.ms/BLURB 

3. AlphaBERT 
[15] 

BERT in corpus 
level 

———– 



TALENT IDENTIFICATION USING ARTIFICIAL INTELLIGENCE 

Journal of Data Acquisition and Processing Vol. 37 (5) 2022       2092 
 
 

4. BERTje [16] Dutch Language 
DistBERT 

https://github.com/wietsedv/bertje 

5. DistBERT 
[17] 

Distilled 
Compression 
technique 

———- 

6. MobileBERT 
[18] 

Compressing the 
original BERT 
model 

https://github.com/zaidalyafeai/mobilebert 

7. FlaceBERT 
[19] 

French Corpus https://github.com/getalp/Flaubert 

8. SqueezeBERT 
[20] 

self-attention 
layers with 
grouped 
convolutions 

https://github.com/topics/squeezebert 

9. CamemBERT 
[21] 

monolingual 
languages 

https://github.com/huggingface/transformers 

10. MacBERT 
[22] 

Improved 
pretraining and 
fine-tuning 

https://github.com/ymcui/MacBERT 

11. Electra [23] Replaces tokens 
instead of masking 
input. 

https://github.com/google-research/electra 

12. MathBERT 
[24] 

NLP Tasks in 
Mathematics 
Education 

https://github.com/tbs17/MathBERT 

 
Furthermore, it achieves cutting-edge performance on many NLP activities while requiring 
only a modest amount of architectural modification that is task specific. The creators of BERT 
believe that it is essential to incorporate information obtained from representations that go in 
both directions rather than information obtained from representations that only go in one 
direction when it comes to representing words in natural language [25]. The following figure 
1 shows the BERT architecture representation. The mechanism that lets the attention-scaled 
dot product utilize the context is as following. 
1. It uses the scalar product to determine how much the input embedding vectors are related to 
each other. 
2. Results are scaled down, and an activation function is used to normalize the result in a 
nonlinear fashion. 
3. Finally, a new contextualized, each token is given an embedding by linearly combining all 

concerning the input embeddings with SoftMax prepositions as coefficients.  
Fig. 1: BERT Architecture 
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A. Multi-head attention 

In the architecture of BERT, attention transforms the default embedding by analyzing the whole 
sequence of tokens, so that the token represents the context of the sentence. Each token is 
initially replaced by its default embedding, which in this case is a vector with 768 components 
(768 in the case of BERT Base and 1024 for BERT Large). We can start by calculating the 
scalar product between the pairs of embeddings. 
When two or more vectors are correlated or aligned, meaning that are generally more similar, 
the scalar product is higher so we can consider that they have a strong relationship. We apply 
the SoftMax column by column, what the SoftMax does is exponential, amplifying large 
values, while low and negative values to zero. It also does normalization, so each column sums 
up to 1. 
In BERT, the updated embedding is distributed to each head that is a part of the Multi-Head 
Attention Layer, after calculating the positional encoding that has a dimension of n x 512, 
where n is the number of tokens in the sequence and produces an output that has a shape that 
is n x 64. This occurs after the calculation of the positional encoding that is n x 512, the number 
of tokens in the sequence, denoted by n. After that, the outputs from all the heads are joined 
together into one form, a single output coming from the module that handles multi-headed 
attention that has dimensions of n x 512. 
Each projection can be thought of as focusing on distinct directions of the vector space, which 
would represent different semantic characteristics. This would be the case because different 
directions of the vector space have different meanings. One can conceptualize of a key as the 
projection of an embedding onto the direction of prepositions, and a query as the projection of 
an embedding along with the directions of locations. Both concepts are imaginable. Values can 
come from yet another projection that is relevant, for example, the direction of physical places. 
Example Sentence: The nature of the powder particles is polycrystalline, and their average 
size is from 5 to 90 nanometers. 
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Word vectors = ‘The’ ’nature’ ’of’ ’the’ ‘powder’ ‘particles’ ‘is’ ‘polycrystalline’ ‘and’ ‘their’ 
’average’ ’size’ ’is’ ’from’ ’5 - 90’ ’nanometers’. These vectors are represented as y = 
∑w1x1+w2x2+w3x3+... +w16x16. Calculating weights for a given sentence is z1 = xt

1x16. Here 
x is the token. And it can be written as [w1, w2, w3, .... w16] = SoftMax (z1, z2, z3, .... z16) Self-
attention in our example “The nature of the powder particles is polycrystalline, and their 
average size is from 5 to 90 nanometers.” The tokens ‘powder’, ’particle’, ’polycrystalline’, 
’average’, ‘size’, and’5-90 nm’. So, we have to calculate a new vector for these words. After 
finding self-attention, we must calculate the vector description. Let n represents num of words 
in the sentence, di = length of xi ∀i ∈ 1,2, 3,...,n. 
The weights are computed for query, key, and value are Query: qi =WqXi Keys: Ki =WkXi Values: 
Vi =WvXi But self-attention will not compute the weight of input word embedding corresponding 
value vectors Vi. ∀i, j ∈ 1,2, 3,...,n. 
 
 
Weights: [w1,i,w2,i,...,wn,i] = softmax (z1,i,z2,i,...,zn,i) New embedding: 
 

 
For matrix representation the self-attention weights and averages using column-wise softmax 
as Weights(W)=softmax(z) New embedding: y=vw 
 
 
 
 
 

B. Encoder Overview 

The encoder bings N encoder blocks. Same structure but it has different parameters. Each 
encoder n block maintains the shape of vectors and the vectors’ length. The number of input 
and output vectors never changes. Briefly explain all the components and input embedding 
with positional encoding. Multi-head self-attention, add and normalize, and feedforward 
network [26]. 
Input embedding and positional encoding 
Similarly, to self-attention entire encode blocks take the set of vectors as input and another set 
as output. Encoder blocks map sets to sets. However, word order is not irrelevant. Because 
there are several ways to encode the position in the vector. For example, input: she is angry? 
Words in vocabulary: she is angry? One hot encoding: t1, t2, t3, t4 . t1 will be zero for every 
position t1 at element 123.  
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The positional one is hot: P 1 is represented in the matrix as (1 0 ...), P 2 is represented in the 
matrix as (0 1 ...), P 3 is represented in the matrix as (0 0 ...), input embedding (vectors), i= 
1,2,3,4, Xi = Eti(word embedding)+ PPi(position embedding) Where, but dimensional D, fails 
in a large number network could select E and P, so the position is one dimensional and the 
word in another dimension. E: d *size of the vocabulary P: d* max length of the sequence. 
The Input Embedding layer facilitates the transition of meaningful 512-dimensional 
embeddings for each token. Hence in our example, we have n tokens so the representation of 
the input embedding layer would be n * 512, related words calculated like this and vice versa. 
Adding the residual connection, can yield stronger gradients and also helps remember 
positional encoding. By normalization, we can reduce covariate and the training was very fast, 
which helps the attention layers. 
After this applying a fully connected network to each word embedding, have the same in and 
out dimensions, and weights can be shared among all words. The input and output in every 
single layer in every ad encoder block as the same dimensions as the matrix received as the 
input to the first encoded block. 

V. DECODER OVERVIEW 

The Decoder stacks N decoder blocks. Same structure but it has different parameters. Each 
decoder n block maintains the shape of vectors and the vectors’ length. The number of vectors 
as well as the length of the pattern of the output are both in our possession. Every token from 
the pattern of the input sequence is attention aware. Every token of the output sequence is now 
predicted. It has been established that the new token that has been predicted will be the next 
token. 

The decoder could guess the next word in the sequence based on the previous tokens and the 
attention of the encoder. This is because it has been trained to do so. Because there have been 
no tokens before this one, this is a problem for the first token. Because of this, it would have 
been challenging to always guess the initial token correctly. As a direct consequence of this, 
the output sequence gets altered, and a Beginning of Sentence marker is added at the beginning. 
When it is necessary for us to make a prediction regarding the initial token, we make use of 
this BOS as the token that came before it in the output sequence. 

Like the Encoder layer in both function and structure, the output embedding layer and the 
positional embedding layer is responsible in order to same task. The core of the decoder is 
somewhat different from the core of the encoder because of the inclusion of Masked Multi-
Head Attention; nonetheless, like the encoder’s core, the decoder’s core is repeated for a total 
of 6 iterations. The Masked Multi-Head Attention Layer only pays attention to tokens that have 
been processed up to the current position. Attention is not paid to tokens that will be processed 
in the future. This runs completely counter to the Encoder, which determines attention for the 
entire sequence all at once. 

A. Decoder overview 

Immediately following the Normalization layer comes the layer for multi-headed attention, 
which is responsible for taking in the output regarding the encoder (n x d model; don’t forget 
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that this is the encoder’s final output!). This output is referred to as K (key) and V (Value), and 
by the attention focused on multiple heads of the Decoder; additionally, the Query matrix that 
was taken from the layer that came before the concentration with multiple heads covered Up 
layer is utilized. As a result, because it uses values determined by pretraining for the Query(Q), 
Key(k), and Value(V) matrices, this attention layer does not require any training. This layer 
employs the Encoder’s pre-trained data. This Multi-Head Attention Layer, with masking for 
multiple heads, will be unable to look further than what isn’t anticipated in the output sequence, 
because the Query vector will only be available for foreseen tokens. 

• Following these iterations of the same code blocks, there will be a linear layer, then a SoftMax 
function that will calculate the likelihood that the token will appear in the sequence that was 
predicted. 

• Following the successful prediction of the most likely token, that token is then placed at the 
end of the output sequence. 

B. Add and Normalize 

Adding the residual connection yields a stronger gradient and remembers positional 
encoding. by normalization, we can reduce covariate shift (faster training). It centers 
embedding around the origin, which helps attention layers (compared to our products). 

C. Feed Forward network 
Applies a fully connected network to each word embedding. Embedding has the same in and 

out dimensions (true for all layers in the encoders). Weights are shared among all words. The 
specific form of the network is a linear layer. Inside each encode block we have a multi-head 
attention block followed by adding and normalizing and feeding the forward network. The 
input and output in every single layer in every encoder block as the same dimensions as the 
matrix received as the input to the first encoded block. 

VI. PRETRAINING 

The BERT loss function ignores non-masked word prediction and solely takes into account 
masked value prediction. Because of this, the model converges at a pace that is significantly 
slower than that of directional models; however, this is compensated for by the example given 
improved semantics. 

A. Prediction for the Next Sentence (NSP) 
During the training phase of BERT, the model is provided with sentence pairs to analyze, and 
it learns to determine whether the second sentence in each pair represents the next sentence in 
the original document by determining whether or not the first sentence in each pair is the 
previous sentence. During the process of training, half of the inputs are paired, with the second 
sentence being the sentence that comes after the first in the original text. This is done so that 
the system can learn the proper order of sentences. The remaining portion of the inputs is 
chosen at random from the corpus. It is presumed that the random sentence has no connection 
to the sentence that came before it. 

Before the input is given to the model, it is processed in the following manner so that it can 
better aid the model in distinguishing between the two sentences while it is being trained: 1. A 
[CLS] token has been placed at the beginning of the very first sentence, and a [SEP] token has 
been placed at the very end of each and every sentence that has followed it. 2. Every token now 
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has an embedded sentence that specifies whether belongs in Sentence A or Sentence B. 
Conceptually, token embeddings with a vocabulary size of 2 are quite like sentences. 3. A 
positional embedding is given to each of the characters to specify where in the essence of it 
falls. In the transformer paper, both the notion of positional embedding and its implementation 
are discussed in detail. 
To determine whether the second statement is related to the first, the following steps need to 
be carried out: 1. The Transformer model is used continuously all the way through the input 
sequence. 2. Using a straightforward knowledge outcome, the output of the [CLS] token is 
reshaped into a 21-shaped vector. 3. Using SoftMax to compute the likelihood of 
IsNextSequence. 

In the BERT model, Masked LM and Next Sentence Prediction are trained concurrently to 
minimize the total loss function associated with the application of the two methods. This is 
done to reduce the overall loss. In the masked language model, BERT starts with a sentence 
that is filled with masked words that are chosen at random. In this example sentence, the 
calcium phosphate that is found in bone is in the form of needle-like crystals that are 
nanometers in size and measure roughly 5-20 nm in width and 60 nm in length. These crystals 
are weakly crystallized. mask 1=” needle-like crystals” mask 2= ”5-20 nm width by 60 nm”. 
This kind of masking will help us to understand the bidirectional context. 

VII. FINE-TUNING 

Even though the existing model might be sufficient for our issue. For the following two 
reasons, it is frequently better to adjust the pre-trained model: First, to reach an even higher 
level of precision. Second, our well-calibrated model can create results in the appropriate 
format. The lower and middle layers of a neural network are responsible for representing 
general characteristics, meanwhile, the higher levels oversee handling problem-specific 
characteristics. In general, the bottom and mid-level layers represent the features. Because of a 
unique challenge from the one we were originally trying to solve; we frequently eliminate the 
top layers. By adding layers that are unique to our issues, we can get a higher level of accuracy. 
To accomplish what we set out to do, we must first remove the layers that are on top and then 
add our own. 

VIII. RESULT AND DISCUSSION 

The three BERT algorithms related to material and science domains like BioBERT, 
SciBERT, and MatBERT are analyzed by using material sentences, and the results are 
described. 

A. BioBERT 
BioBERT is a representation model that has been pre-trained for biomedical language and 
biomedical text mining [7]. In this article, the domain-specific language presentation model 
known as BioBERT (Bidirectional Encoder Representations from Transformers for Biomedical 
Text Mining) is discussed. The BioBERT model is one that has already undergone preliminary 
training on a sizeable healthcare corpus. They performed three essential tasks in this paper as 
follows: named entity recognition, question-answering system, and relation extraction, the is a 
state-of-an-art method in biomedical text mining. The pretraining of biobert corpus has been 



TALENT IDENTIFICATION USING ARTIFICIAL INTELLIGENCE 

Journal of Data Acquisition and Processing Vol. 37 (5) 2022       2098 
 
 

trained by English Wikipedia, Books Corpus, PubMed Abstracts, and PubMed Central. They 
worked on different models like BERT, biobert with PubMed, biobert with PubMed Central, 
and BioBert with PubMed and PubMed central. Fine-tuning BioBERT by the same tasks like 
Relation extraction, Named entity recognition, and question answering. The fundamental task 
has been evaluated by the algorithm, LSTM, and CRF and evaluated by the precision, recall, 
and F1 score and 0.62% enhancement in named entity recognition. They used [CLS] for 
sentence classification of relations and they target the entities of genes and diseases and 
achieved an f1 score enhanced as 2.80%. They used the BioASQ factoid datasets SQuAD for 
the question-answering system and achieved an enhancement of the F1 score of 12.24%. 

B. SciBERT 
SciBERT is a BERT-based pre-trained language model for performing scientific natural 

language processing (NLP) tasks [8]. Because SciBERT’s architecture is based on the BERT 
model, if you are not familiar with the cutting-edge base model, you should read the BERT 
research article. The basic BERT model is formed on two tasks: 1. Predict masked tokens 
randomly. 2. Predict if two sentences follow each other. SciBERT follows the same 
architectural model as BERT; the only dissimilarity is that scibert is trained on scientific data 
instead. 
The 793 PubMed abstracts with annotated disease entities that make up the used data are part 
of a collection. Each token entity has a ”B-” (Beginning) tag that indicates whether the token 
is at the beginning of the entity or an ”I-” (Inside) tag that indicates whether the token is inside 
the annotation, while the ”O” tag implies that the token is not an entity recognition. In scibert, 
they used a dataset named entity recognition BC5CDR with 90.1 % accuracy, JNLPBA with 
77.28 % accuracy, and NCBI-disease with 88.57 % accuracy. For relation extraction, they used 
the chemprot dataset and achieved 83.64 %. SCIBERT has been trained using the entire text of 
Computer science and biomedical papers totaling 1.14M. from the Semantic Scholar corpus. 
SCIBERT additionally employs an in-domain. whereas the other models mentioned above 
make use of the original BERT vocabulary (BASEVOCAB), and SCIVOCAB. 

C. MatSciBERT 

Text mining and information extraction may be accomplished through the utilization of a 
materials domain language model known as MatSciBERT [12]. We demonstrate that 
MatSciBERT is an improved version of SciBERT, a language model that was educated using 
a collection of scientific texts, and we exhibit cutting-edge outcomes on three subsequent tasks 
including abstract classification, named entity recognition, and relation classification. 1. NER 
on SOFC, Friedrich, et al.’s SOFC Slot, and the Matscholar dataset. 2. Glass Abstracts of papers 
that are not covered by glass10. 3. Relation Classification on the MSPT Corpus 46. 
About extraction, the dataset consists of synthesis The 230 synthesis procedures in this dataset 
have been annotated as graphs, where the nodes stand in for the individuals who took part in 
each step of the synthesis and the edges signify the connections among the nodes. Nine 
sentences are typically used in a synthesis procedure, and each sentence contains an average of 
26 tokens. There are 16 relation labels in the dataset. The authors divided the relation labels 
into the following three groups: 
1. Target for the recipe, ingredients for the solvent and atmosphere, ingredients for the 
participants, equipment for the recipe, and conditions for the recipe. 2. Relationships between 
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Non-Operation Entities include Descriptor of, Number of, Amount of, Apparatus-attr-of, Brand 
of, Core of, Property of, and Type of [12]. 3. Operations are related to one another in the 
following operation. are done using the synthesis procedures dataset, and examined the results 
with the models MaxPool and MaxAtt which are considered as the baseline model. 
MatSciBERT performs better on the test set than SciBERT by more than 2.75% accuracy. 

D. Discussion 

 This paper proposes theanalysis of three essential BERT models for biomedical text 
BioBERT, SciBERT, and MatSciBERT. Figure 2 and table 3 represent the precision, recall, 
and F1 scores. The following sections go into detail about the experimental findings, 
analyses, and comparisons. 
The Bio-BERT base was used, which mentions the BioBERT models trained on Pubmed for 1 
M steps (training time) as the pertained model. The process was carried out using Pytorch 
hugging face implementation fine-tuning of the model for the nanomaterial dataset. The 
detailed investigation of experimental analyses was done by using training data and test data. 

TABLE III: Evaluation Metrics of three BERT models 

Models Precision Recall F1-Score Accuracy 

BioBERT 0.4972 0.4556 0.4414 0.5794 

SciBERT 0.6919 0.5093 0.5867 0.6534 

MatSciBERT 0.7031 0.6852 0.6751 0.7279 
 
All the results are based on models trained using nanomaterials properties separately. For 
tuning the data, the train, test, and dev data are used in the ratio of 70:20:10. The relation 
extraction training is done with 5 epochs, batch sizes are 2,4,8, and 16, and the learning rate of 
0.001. The model is customized using the Hugging face BERT API and BioBERT model as 
the base model pre-trained using Pubmed vocabulary. Each of the models has been given prior 
trained and fine-tuned with the BioBERT model. 

 
Fig. 2: Evaluation Metrics of three BERT models 

 
Like any NLP framework, SciBERT also requires training with labeled data. The basic BERT 
model uses masked tokens to predict if two sentences go together or not. SciBERT also works 
the same way, but the models are trained using scientific data. For training PyTorch AllenNLP-
based pre-trained model is used. For tuning the data, the train, test, and dev data are used in the 
ratio of 70:20:10. The relation extraction training is done with 5 epochs, batch sizes are 
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2,4,8,16, and 32, and the learning rate of 0.001. The training for relation extraction is worked 
for a predefined set of data with a predefined set of labels. This can be customized later for a 
new set of labels in the future as the changes in new datasets. 
In MatSciBert, the model for relation extraction is done using the predefined model matscibert, 
which is specialized for materials-specific scientific data. The text data used here is normalized 
using text normalization. The same ratio of 70:20:10 is used here also for train, test, and dev 
data. The model used is uncased. The same set of batch sizes 2,4,8,16,32 and epochs 5 and a 
learning rate of 0.001 is used. The text data used here is normalized using text normalization, 
which uses vocabulary mapping. The same ratio of 70:20:10 is used here also for train, test, 
and dev data. The model used is uncased. 

IX. CONCLUSION 

In this paper, the transformer model is explored manually to extract the relations between 
Nanoinformatics text documents from the literature. The research on nanoparticle text mining 
will benefit from our technique. It is possible to reduce time and money by extracting entity 
relations for nano informatics research articles using a model that is based on a transformer. 
The survey for relation extraction found that the transformer model BERT delivers a better 
outcome for neural networks, particularly on the topic of nano informatics. This was the 
conclusion reached by the researchers. That is, taking into consideration our findings, the 
transformer model can produce competitive advantage results with less annotation of input data 
and less support from external resources such as knowledge bases. BERT dictionary provides 
competitive advantages results with less annotation of input data and less support from external 
resources such as knowledge bases. According to the evaluation of three BERT Models 
BioBERT, SciBERT, and MatSciBERT, material science, BERT gives better performance 
compared to other models with an accuracy of 72.79%. Integration of NER and RE into a 
unified model with high precision and recall. the remains to be investigated. 
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