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Abstract: Integration of blockchains in wireless networks poses scalability issues. This is due 
to the fact that mining delay exponentially increases with number of blocks, thus causing 
bottlenecks during packet transmissions. This research paper aims to overcome the scalability 
issue, by proposing a novel reinforcement learning Deep Dyna Q model for improving the 
Quality of Service (QoS) in Blockchain-based Internet of Things (IoT) networks. The proposed 
model is designed to efficiently learn and adapt to dynamic changes in network conditions and 
provide optimal QoS for IoT devices & deployment sets. Deep Dyna Q combines the benefits 
of deep neural networks and Dyna architecture to effectively model the selective-encryption 
blockchain and improve the decision-making process during selection of miners. Performance 
of this model is enhanced via an Elephant Herding Optimization (EHO) Model, which assists 
in incremental improvements in QoS via tuning the Deep Dyna Q Parameter sets. The model 
was evaluated using simulations of real-world IoT networks and compared with existing QoS-
aware security models. The results demonstrate that bioinspired Deep Dyna Q outperforms 
other models in terms of QoS metrics such as throughput, delay, and packet delivery 
performance levels. The proposed model has significant implications for the development of 
efficient and reliable Blockchain-based IoT networks. 

Keywords: Deep, Dyna, Elephant, Herding, Optimization, Blockchain, Security, QoS, 
Levels 

1. Introduction 

The widespread adoption of Internet of Things (IoT) devices has led to the emergence of a new 
generation of networks that require efficient and reliable communication protocols. The 
integration of Blockchain technology with IoT networks has the potential to address many of 
the existing challenges, such as security, privacy, and reliability, by providing a decentralized, 
trustless, and immutable platform for data sharing and communication. However, the 
performance of Blockchain-based IoT networks heavily depends on the Quality of Service 
(QoS) provided by the network, which is influenced by various factors such as network 
topology, traffic load, and network congestions [1, 2, 3]. 

Reinforcement learning (RL) is a popular technique used for optimizing the QoS in IoT 
networks. RL agents learn to make decisions by interacting with the environment and receiving 
feedback in the form of rewards or penalties. Deep reinforcement learning (DRL), which 
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combines RL with deep neural networks, has shown remarkable success in solving complex 
problems by learning and representing high-dimensional input dataset samples [4, 5, 6]. 

In this research paper, we propose a novel DRL-based model called Deep Dyna Q for 
enhancing the QoS of Blockchain-based IoT networks. Deep Dyna Q is designed to adapt to 
dynamic changes in the network environment and provide optimal QoS for IoT devices & 
scenarios [7, 8, 9]. The model combines the benefits of deep neural networks and Dyna 
architecture, which allows for efficient learning and adaptation to changes in the environments 
[10, 11, 12]. 

The main contributions of this research paper are as follows: 

1. We propose a novel DRL-based model called Deep Dyna Q for optimizing the QoS of 
Blockchain-based IoT networks. 

2. We evaluate the proposed model using simulations of real-world IoT networks and 
compare its performance with other state-of-the-art models. 

3. We demonstrate that the proposed model outperforms other models in terms of QoS 
metrics such as throughput, delay, and packet loss. 

The rest of the paper is organized as follows: Section 2 provides an overview of related work 
in the area of QoS optimization in IoT networks. Section 3 describes the proposed Deep Dyna 
Q model in detail. Section 4 presents the simulation setup and results of the experiments. 
Finally, Section 5 concludes the paper and provides directions for future research scenarios. 

2. Literature review 

The integration of Blockchain technology with IoT networks has the potential to address many 
of the existing challenges, such as security, privacy, and reliability, by providing a 
decentralized, trustless, and immutable platform for data sharing and communication. 
However, the performance of Blockchain-based IoT networks heavily depends on the Quality 
of Service (QoS) provided by the network, which is influenced by various factors such as 
network topology, traffic load, and network congestions. 

Reinforcement learning (RL) is a popular technique used for optimizing the QoS in IoT 
networks. RL agents learn to make decisions by interacting with the environment and receiving 
feedback in the form of rewards or penalties. Deep reinforcement learning (DRL), which 
combines RL with deep neural networks, has shown remarkable success in solving complex 
problems by learning and representing high-dimensional input data samples. 

Several studies have proposed DRL-based models for QoS optimization in IoT networks. For 
example, in [13, 14, 15, 16], the authors proposed a DRL-based approach for dynamic QoS 
provisioning in Software Defined Networking (SDN)-based IoT networks. The proposed 
model uses a Deep Q-Network (DQN) to learn the optimal policy for allocating resources based 
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on the network conditions. The results showed that the proposed approach outperformed other 
models in terms of QoS metrics such as packet loss and delay levels [17, 18, 19, 20]. 

In [21, 22, 23, 24], the authors proposed a DRL-based approach for resource allocation in 
Cloud-Radio Access Networks (C-RANs) for IoT applications. The proposed model uses a 
DQN to learn the optimal allocation of processing resources and bandwidth to IoT devices & 
scenarios [25, 26]. The results showed that the proposed approach outperformed other models 
in terms of QoS metrics such as data rate and latencies. 

In [27, 28], the authors proposed a DRL-based approach for energy-efficient QoS provisioning 
in IoT networks. The proposed model uses a DQN to learn the optimal trade-off between energy 
consumption and QoS metrics such as delay and packet loss. The results showed that the 
proposed approach outperformed other models in terms of energy efficiency and QoS metrics. 

In [29, 30], the authors proposed a DRL-based approach for QoS-aware routing in IoT 
networks. The proposed model uses a DQN to learn the optimal path selection based on the 
network conditions and QoS requirements. The results showed that the proposed approach 
outperformed other models in terms of QoS metrics such as throughput and delay levels. 

Although these studies have shown promising results, they do not specifically address the 
challenges associated with QoS optimization in Blockchain-based IoT networks. Therefore, 
there is a need for novel DRL-based models that can efficiently learn and adapt to the dynamic 
changes in the network environment and provide optimal QoS for IoT devices in Blockchain-
based IoT networks. 

In this research paper, we propose a novel DRL-based model called Deep Dyna Q for 
enhancing the QoS of Blockchain-based IoT networks. The model combines the benefits of 
deep neural networks and Dyna architecture, which allows for efficient learning and adaptation 
to changes in the environment. The proposed model is evaluated using simulations of real-
world IoT networks and compared with other state-of-the-art models. The results demonstrate 
that the proposed model outperforms other models in terms of QoS metrics such as throughput, 
delay, and packet loss. The proposed model has significant implications for the development 
of efficient and reliable Blockchain-based IoT networks. 

3. Proposed design of an efficient & novel Deep Dyna Q Model for enhancing QoS of 
Blockchain-based IoT Networks 

This section discusses an efficient & novel Deep Dyna Q model that combines Q-learning and 
Dyna reinforcement learning with a neural network to enhance the QoS of blockchain-based 
IoT networks. The proposed model consists of three main components: the Q-learning 
algorithm, the Dyna reinforcement learning algorithm, and a neural network that is used to 
approximate the Q-values of state-action pairs. The Q-learning algorithm is used to learn the 
optimal Q-values of state-action pairs in a given environment, while the Dyna reinforcement 
learning algorithm is used to simulate experience to improve the accuracy of the Q-values. The 
neural network is used to approximate the Q-values and is trained using a loss function that 
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minimizes the difference between the predicted Q-values and the target Q-values obtained from 
the Q-learning algorithm sets.  

The proposed Deep Dyna Q model is a novel approach to enhancing the Quality of Service 
(QoS) in blockchain-based Internet of Things (IoT) networks. The model combines Q-learning 
and Dyna reinforcement learning with a neural network to optimize network performance. The 
Q-learning algorithm is used to learn the optimal Q-values of state-action pairs in a given 
environment, while the Dyna reinforcement learning algorithm is used to simulate experience 
to improve the accuracy of the Q-values. The neural network is used to approximate the Q-
values and is trained using a loss function that minimizes the difference between the predicted 
Q-values and the target Q-values obtained from the Q-learning algorithm sets. 

Q-learning is a type of reinforcement learning algorithm that learns the optimal Q-values of 
state-action pairs in a given environment. The Q-value of a state-action pair is the expected 
cumulative reward obtained by taking that action in that state and following the optimal policy 
thereafter. The optimal policy is the one that maximizes the expected cumulative reward. Q-
learning works by updating the Q-value of a state-action pair based on the reward obtained and 
the maximum Q-value of the next state. This process is repeated until convergence is achieved 
for different inputs. The Q-value update is done via equation 1 for the Q-learning algorithm, 

Q(s, a) =  Q(s, a) +  alpha ∗  r +  gamma ∗  max Q(s , a ) −  Q(s, a) … (1) 

Where, Q is initially estimated via equation 2, 

Q =
1

NC
d ∗

E

PDR ∗ THR
… (2) 

Where, NC represents number of communications, d, E, PDR & THR represents delay needed, 
energy needed, packet delivery ratio obtained, and throughput obtained during these 
communications. In equation 1, s is the current state, a is the action taken, r is the reward 
obtained, s′ is the next state, alpha is the learning rate, and gamma represents an augmented 
set of discount factors.  

The communication delay (in seconds) is estimated via equation 3, 

D =
N

R
… (3) 

Where, N is the number of bits to be transmitted, and R is the transmission rate (in bits per 
second) for the packets. The throughput (in bits per second) is calculated via equation 4, 

T =
N

D +  L
… (4) 

Where, N is the number of bits to be transmitted, D is the communication delay (in seconds), 
and L is the propagation delay (in seconds) for different communications. The energy needed 
during communication (in joules) is calculated via equation 5, 
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E =  P ∗  T … (5) 

Where, P is the power consumption (in watts) during transmission, and T is the transmission 
timestamp (in seconds) for different communications. The Packet Delivery Ratio (PDR) is the 
ratio of the number of packets received by the destination node to the number of packets sent 
by the source node sets. PDR can be expressed as a percentage and is evaluated via equation 
6, 

PDR =
Number of Packets Received

Number of Packets Sent
 ∗  100% … (6) 

Where, the number of packets received is the number of packets that reach the destination node, 
and the number of packets sent is the total number of packets sent by the source node sets. 

This is used by Dyna reinforcement learning which is a variant of Q-learning that combines Q-
learning with simulation-based learning characteristics. In Dyna reinforcement learning, the 
agent learns not only from direct experience, but also from simulated experience generated by 
a model of the environments. This allows the agent to learn more efficiently by exploring the 
state-action space more thoroughly for different use cases. The simulated experience is used to 
update the Q-values of the state-action pairs using the same update rule as in Q-learning 
scenarios. The Dyna-Q equation 7 is used for updating the Q-value of a state-action pair based 
on simulated experience levels, 

Q(s, a) =  Q(s, a) +  alpha ∗  r +  gamma ∗  max Q(s , a ) −  Q(s, a) +  beta 

∗  f(s, a) … (7) 

Where, f(s, a) is the additional reward obtained by taking action a in state s during simulated 
experience levels, beta is a scaling factor for the additional rewards. To further augment these 
values, the proposed model uses a neural network to approximate the Q-values of state-action 
pairs. The neural network takes as input the state of the environment and outputs an augmented 
Q-value of each possible set of actions. The neural network is trained using a loss function that 
minimizes the difference between the predicted Q-values and the target Q-values obtained from 
the Q-learning algorithm process. The neural network is updated at the end of each episode of 
the simulations. The loss function for training the neural network used in the Deep Dyna Q 
model is represented via equation 8,  

L =  r +  gamma ∗  max Q −  Q … (8) 

Where, r is the reward obtained, gamma is the discount factor, Q  is the target Q-value 

obtained from the Q-learning algorithm, Q is the predicted Q-value from the neural networks. 

Thus, the proposed model combines Q-learning, Dyna reinforcement learning, and a neural 
network to optimize network performance levels. The model consists of the following steps, 

a. Initialize the Q-values of all state-action pairs to an augmented set of small stochastic values 
& samples.  



DDQMQB: DESIGN OF AN EFFICIENT & NOVEL DEEP DYNA Q MODEL FOR ENHANCING QOS OF 
BLOCKCHAIN-BASED IOT NETWORKS 

Journal of Data Acquisition and Processing Vol. 37 (5) 2022       2337 
 
 

b. Take an action according to an exploration policy that balances exploration and 
exploitations.  

c. Receive a reward from the environment and update the Q-value of the state-action pair using 
the Q-learning update rules.  

d. Simulate experience using a model of the environment and update the Q-values of the state-
action pairs using the simulated experience and the same update rule as in Q-learning scenarios.  

e. Update the neural network using a batch of experiences from the environment and the 
simulated experience levels.  

f. Repeat steps b-e until convergence is achieved for different scenarios. 

At the end of the final iteration, nodes selected by the Deep Dyna Q Network are used for 
mining operations. The miner nodes assist in enhancing blockchain’s efficiency by reducing 
the delay, optimizing the energy, improving the throughput, and enhancing the PDR levels. 
The miner selection is further enhanced via an Elephant Herding Optimization (EHO) Model, 
which works as per the following process, 

● Initially select a set of 𝑁𝐸 Elephants via equation 9, 

𝑁 = 𝑆𝑇𝑂𝐶𝐻(𝐿𝐸 ∗ 𝑁𝑀, 𝑁𝑀) … (9) 

Where, 𝑁 is a stochastic value, 𝐿𝐸 & 𝑁𝑀 are learning rates and number of miner nodes, while 
𝑆𝑇𝑂𝐶𝐻 is a stochastic process for generation of number sets. 

● Using these nodes, communications are performed in the network in presence of attacks, 
and data is stored on the blockchains. 

● Based on these communications, fitness of Elephant Herd is estimated via equation 10, 

fe =
1

N

d

Max(d)
+

E

Max(E)
+

Max(THR)

THR
+

100

PDR
… (10) 

● This is repeated for all NE Elephant Herds, and a fitness threshold is estimated via equation 
11, 

fth =
1

NE
fe ∗

LE

NE
… (11) 

● Herds with fe ≥ f  are modified via equation 12, 

HC(New) = HC(Old)⋃ STOCH HC(Matriarch) … (12) 

Where, HC(Matriarch) represents configuration of the ‘Matriarch’ Herd, which has the lowest 
fitness levels. 
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●  This process is continued for NI Iterations. 

At the end of NI Iterations, the miner nodes selected by ‘Matriarch’ Herd are used for routing 
the packets within the network for real-time communication requests. Performance of this 
model is evaluated in terms of delay, energy, throughput and PDR in the next section of this 
text. 

4. Results and statistical comparison 

The proposed model is meant to efficiently learn and adapt to ever-shifting network conditions 
in order to deliver the highest possible quality of service to IoT gadgets and deployment sets. 
Modeling the selective-encryption blockchain and enhancing the decision-making process 
when choosing miners are both made easier with the help of Deep Dyna Q, which combines 
the advantages of deep neural networks and the Dyna architecture. An Elephant Herding 
Optimization (EHO) Model is used to boost this model's performance by assisting in fine-
tuning the Deep Dyna Q Parameter sets to achieve incremental improvements in QoS. Existing 
QoS-aware security models were compared with the results of the model's evaluation against 
simulated real-world IoT networks. The model’s performance was evaluated on Network 
Simulator 2 (NS2), and compared with [14], & [25] under standard network configurations. 
Based on this strategy, the communication delay can be observed from figure 1 as follows, 

 

Figure 1. Communication delay for different models under heterogeneous network scenarios 

As a result of this comparison, it can be seen that the proposed model is able to enhance the 
rate at which blocks are added by 15.4% when compared with [14], and by 19.5% when 
compared with [25]. This is because the proposed model makes use of EHO to select miners & 
Deep Dyna Q for continuous optimisations. In a similar vein, one can witness the 
communication latency that occurred during these procedures by looking at figure 2, which is 
presented as follows, 
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Figure 2. Communication energy for different models under heterogeneous network scenarios 

As a result of this comparison, it can be seen that the suggested model is able to increase 
communication speed by 18.3% when compared with [14] and by 24.5% when compared with 
[25]. This is because Deep Dyna Q Network is used to select miners & EHO is used to obtain 
optimal routes, which contributes to these improvements. In a similar vein, the communication 
throughput during these activities can be seen as follows in figure 3 for different number of 
blocks. 

 

Figure 3. Communication throughput for different models under heterogeneous network 
scenarios 

In light of these findings, it is abundantly obvious that the suggested model, which makes use 
of EHO to generate routes, & Deep Dyna Q to generate miner configurations has the potential 
to increase transmission capacity by 19.4% in comparison to [14] and 12.5% in comparison to 
[25] for different communications. Similarly, the PDR can be observed from figure 4 as 
follows, 
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Figure 4. Communication PDR for different models under heterogeneous network scenarios 

In light of these findings, it is abundantly obvious that the suggested model, which makes use 
of EHO to generate routes, & Deep Dyna Q to generate miner configurations has the potential 
to increase PDR by 8.3% in comparison to [14] and 4.5% in comparison to [25] for different 
communications. Because of the aforementioned improvements, it is now feasible to 
implement the suggested technique to a variety of different blockchain based wireless network 
environments. 

5. Conclusion & Future work 

The proposed Deep Dyna Q model is a novel approach to enhancing the QoS of blockchain-
based IoT networks. The model combines Q-learning, Dyna reinforcement learning, and a 
neural network to optimize network performance. The model shows promising results in 
improving the average delay, throughput, and packet loss rate compared to baseline models. 
Future work includes incorporating additional features into the model, exploring different 
reinforcement learning algorithms, and testing the model on an augmented set of real-world 
IoT networks. 
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