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Abstract— Credit card fraud detection is one of the essential tasks of the banking system. 
However, there are various Machine Learning (ML) solutions available for detecting and 
preventing potential fraud. In this paper, the aim is to compare the recently contributed ML-
based credit card fraud detection technique. In this context, three different models are 
considered, first a brief introduction of the considered approaches has been given. Then, based 
on experimental results the comparison among the techniques has been discussed. Based on 
the findings, the publically available credit card fraud detection dataset has suffered from the 
class imbalance problem, large dimensions, missing values, overlapped attributes, and outliers. 
Therefore, two key approaches are discussed first is based on handling the class imbalance 
problem and the second is based on deep cleaning of the dataset. According to the results, we 
found that the deep clean method is superior then the over-sampling technique. The deep clean 
technique reduces the dimensions and also removes the noise from the dataset. Therefore the 
method reduces the data processing cost in terms of time and memory. Additionally, the 
classification accuracy has a similar behavior as the oversampling. In both cases, the 
performance varies between 97.9%- 99.2%. Finally, based on the comparative study the 
conclusion of the work has been made.  
Keywords— Machine Learning, Classification, Credit card fraud detection, machine learning 
application, supervised and unsupervised learning, comparison. 
 

I. INTRODUCTION  
The Indian digital payment systems are become much popular in recent years. This system is 
being adopted by the common person during demonetization and Covid-19 crisis. This rising 
online payments are also attracting the hackers and attackers to conduct frauds. Among the 
different digital payment methods the credit card is one of the leading payment options in India. 
Therefore credit card fraud detection is one of the issues in banking companies [1]. In India 
most of the fraud cases are performed due to less awareness of digital channels [2]. In literature 
a number of ML based credit card fraud detection techniques are available. The aim of these 
techniques to capture the patterns of credit card usages and estimate the possible fraud cases 
[3].  
In this paper, we discuss the recently contributed ML based credit card detection techniques. 
With aim to accomplish the following objectives: 
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(A) Implementation of ML algorithms on credit card fraud detection Dataset: In this 
phase, the seven ML algorithms are considered and applied on credit card fraud 
detection dataset. Additionally the issue in dataset analysis has been recovered.  

(B) Implementation of Deep learning algorithms on credit card fraud detection 
Dataset: In this phase, the problem of class imbalance is considered. Therefore, the 
data over sampling has been performed and the Convolutional Neural Network (CNN) 
has been applied for training and validation. During this study we have found the data 
has a higher dimension and also contains the noise.   

(C) To develop and design novel algorithm for credit Card Fraud Detection: In this 
phase, an algorithm is proposed for performing deep leaning operation on dataset. 
Additionally, two classification techniques have been considered namely CNN and 
XgBoost.  

(D) To compare this algorithm and its results with existing ML algorithms: In this 
phase the comparative performance study has been conducted to find an appropriate 
technique for handling the credit card fraud detection technique. The aim is to find an 
efficient and accurate technique for credit card fraud detection. 

In this paper, this section provides the overview of the presented work. Next section provides 
the discussion about the recently introduced work based on ML and deep learning. Finally the 
experiments are carried out and the comparative study has been conducted. Based on the 
experimental analysis the conclusion has made.     

II. PROPOSED WORK    
This section involves the brief description of the three different ML based models for credit 
card fraud detection. Additionally their functional aspects are also described. 
1. A simple ML based Fraud Detection 
The simple ML based credit card fraud detection technique is given in figure 1. The details of 
their components are given as: 
Input Training samples: The credit card issuer company is responsible to recognize 
fraudulent transactions, so customers are not charged for any such fraudulent activity. The 
training dataset consist transactions done on Sep 2013 by European cardholders. It has a total 
of 284,807 transactions among 492 frauds transactions are also given. It contains numerical 
values obtained by Principal Component Analysis (PCA), due to security the original features 
are hidden. Only features 'Time' and 'Amount' is kept as it is. Feature 'Class' is predictable 
variable and has 1 for fraud and 0 for normal transactions. 
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Figure 1: Proposed model 

Data pre-processing: In data pre-processing different techniques are applied to clean the data. 
In this work, first we visualized the data. Figure 2 demonstrate the initial plot of the data 
samples. In order to pre-process the dataset we have used correlation coefficient among the 
dataset features and the class labels of the dataset. 
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Figure 2: Initial Data Samples 

The correlation coefficient can be described by: 

𝑟 =
∑(𝑥௜ − 𝑥̅)(𝑦௜ − 𝑦ത)

ඥ∑(𝑥௜ − 𝑥̅)ଶ ∑(𝑦௜ − 𝑦ത)ଶ
… … … … (1) 

Where, 𝑥௜ and 𝑦௜ are the sample values, 𝑥̅ and 𝑦ത are the mean. 

 

Figure 3: correlation coefficient for dataset attributes 

The correlation coefficient of the different attributes is given in figure 3. Based on correlation 
coefficient we have filtered the attributes which are having less relevant information. After data 
pre-processing only 22 attributes and one class label is remain. Next, dataset is split into two 
parts i.e. training and testing. The training set contains 75% of samples and 25% of samples 
are used for validation. Finally, the training samples are used to train the ML models. The 
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Logistic Regression (LR), Random Forest (RF), K nearest Neighbors (KNN), Gaussian naive 
Bayes (GNB), Support vector machine (SVM), K-means, and Convolutional neural network 
(CNN) is used for training. After training the validation set is used for classification and result 
analysis. 
2. Handling Class Imbalance problem  
The same dataset is used as the previous phase. In this dataset, due to PCA-based 
transformation, the data has “+” positive and negative “-” values. Therefore, we need to scale 
the dataset values between 0-1. For this task min-max normalization is used. The dataset has a 
total of 30 attributes. Therefore, we have performed chi-square test between class and other 
attributes. The chi-square test returns chi-square score and p values. 

 

Figure 4: p value based attribute ranking 

The sorted p values-based attribute ranking is given in figure 4. According to p values attributes 
'V11', 'V4', 'V14', 'V12', 'V17', 'V16', 'V18', and 'V10' has less significant. Therefore, we 
eliminate them, and remaining 22 attributes are used. Next, dataset is checked for class 
imbalance. During this, we found 99.83% of samples are belongs to class ‘0’, and only 0.17% 
of samples are class ‘1’. Thus data is highly imbalance. Figure 5 demonstrates the majority and 
minority classes. 

 



COMPARING VARIOUS CREDIT CARD FRAUD DETECTION METHODS BASED ON MACHINE LEARNING 
ALGORITHMS 

Journal of Data Acquisition and Processing Vol. 37 (5) 2022       2431 
 
 

Figure 5: Class distribution of dataset  

Therefore, we perform balancing of the classes. In this context, the classes are balanced using 
the sampling technique. There are two types of techniques available for class balancing i.e. 
over sampling and under sampling. The under sampling technique has the risk of information 
loss, therefore we are utilizing over sampling technique. Thus, Adaptive Synthetic Sampling 
(ADASYN) and Synthetic Minority Oversampling Technique (SMOTE) are used. After 
applying the ADASYN total samples become 564546 instances and further divided into 75% 
of training samples (426409) and 25% of testing samples (142137). Additionally, using the 
SMOTE total samples becomes 568630 instances. Additionally the training samples 75% 
becomes 426472 instances and 25% of samples are becomes 142158 instances. The class 
distribution generated by both the methods is given in figure 6. 

 
Figure 6: shows the samples generated by (A) ADASYN and (B) SMOTE 

Next, we configured a sequential Convolutional neural network (CNN). This network has an 
Input Layer: type dense, number of neurons = 100, input dimensions = 22, activation function 
= ReLu. Next five hidden layers are used with type dense, and activation function sigmoid and 
ReLu is used alternately. Finally the output layer is used with type dense, number of neurons 
= 2, activation function = SoftMax. Additionally, to compile the network Loss Function = 
'categorical_crossentropy', Optimizer = 'adam' and Metrics = 'accuracy' is used. The same 
neural network is used for both kinds of samples prepared by SMOTE and ADASYN. 
3.  Handling outlier in dataset  
The same dataset is used as the previous two experiments. Next, we performed chi-square test. 
According to the p values the attributes 'V23', 'V22', 'V28', 'V25', and 'Amount' has been 
selected for further experiment. Additionally, we have removed the less significant attributes. 
Let the remaining credit card data set is 𝐷 = {𝐷ଵ, 𝐷ଶ, … , 𝐷௡} with class a C. But the dataset 
may contain missing value therefore a new data set 𝐷௔ is generated by replacing the frequent 
value. Table 1 shows the process to handle missing values. The dataset 𝐷௔ is first read to get 
the dimension of data in terms of the total number of rows and columns. Now for each attribute 
we calculate the most frequent value. Using frequently identified values we replace the NaN 
value. After replacing all the missing values we found a new dataset 𝐷௖. But, the data has “+” 
positive as well as negative “-” values. Therefore, we utilized min-max normalization. The 
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steps used for normalizing the dataset are also given in table 1. According to the given process 
first maximum and minimum values are extracted from the dataset. Additionally by using the 
min-max normalization technique the dataset values are normalized for creating a new dataset 
𝐷௡௢௥௠. Now in order to increase separability of dataset we need to find the overlapped 
attributes. 
The overlapped attributes may negatively impact on classification accuracy. In this context, the 
Mega Trend Diffusion (MTD) is used to analyse the dataset. The MTD is a fuzzy based 
technique for finding the samples which are overlapped. In order to explain this concept let the 
attribute 𝐴 = {𝐴ଵ, 𝐴ଶ, … , 𝐴௡}, with two boundary conditions “a” and “b”. The approximation 
of these conditions is performed using equation (2) and (3): 

 
Figure 7: MTD function 

𝑎 = 𝑢௦௘௧ − 𝑠𝑘𝑒𝑤௅ ∗ ඨ(−2) ∗
𝑠௔

ଶ

𝑁௅ ∗ ln൫𝑓(𝑡)൯
… … . (2) 

𝑏 = 𝑢௦௘௧ − 𝑠𝑘𝑒𝑤௎ ∗ ඨ(−2) ∗
𝑠௔

ଶ

𝑁௎ ∗ ln൫𝑓(𝑡)൯
… … . . (3) 

 
Table 1: Missing Value Handling 

Input: Dataset 𝐷௔ 
Output: clean Dataset 𝐷௖  
Process: 

1. [𝑐𝑜𝑙, 𝑟𝑜𝑤] = 𝑅𝑒𝑎𝑑𝐷𝑎𝑡𝑎𝑠𝑒𝑡(𝐷௔) 
2. 𝑓𝑜𝑟(𝑖 = 1; 𝑖 ≤ 𝑐𝑜𝑙; 𝑖 + +) 

a. 𝑓 = 𝐺𝑒𝑡𝐹𝑟𝑒𝑞𝑢𝑒𝑛𝑡(𝐷௔[𝑖]) 
b. 𝑓𝑜𝑟(𝑗 = 1; 𝑗 ≤ 𝑟𝑜𝑤; 𝑗 + +) 

i. 𝑖𝑓 𝐷௔[𝑖][𝑗] ==

𝑛𝑢𝑙𝑙 ||  𝐷௔[𝑖][𝑗] = 𝑁𝑎𝑁   
1. 𝐷௔[𝑖][𝑗] = 𝑓 

ii. End if 
c. End for 
d. 𝐷௖ . 𝐴𝑝𝑝𝑒𝑛𝑑(𝐷௔[𝑖]) 

3. End for 
4. 𝑓𝑜𝑟(𝑖 = 1; 𝑖 ≤ 𝑐𝑜𝑙; 𝑖 + +) 

a. 𝑚𝑎𝑥 = 𝑓𝑖𝑛𝑑𝑀𝑎𝑥(𝐷௖[𝑖]) 
b. 𝑚𝑖𝑛 = 𝑓𝑖𝑛𝑑𝑀𝑖𝑛(𝐷௖[𝑖]) 
c. 𝑓𝑜𝑟(𝑗 = 1; 𝑗 ≤ 𝑟𝑜𝑤; 𝑗 + +) 

i. 𝑣𝑎𝑙 = 𝐷௖[𝑖][𝑗] 
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ii. 𝑛𝑒𝑤𝑉𝑎𝑙 =
௩௔௟ି௠௜௡

௠௔௫ି௠௜௡
 

iii. 𝐷௡௢௥௠[𝑖][𝑗] = 𝑛𝑒𝑤𝑉𝑎𝑙 
d. End for 

5. End for 
6. Return 𝐷௡௢௥௠ 

 
 
Where,  

𝑢௦௘௧ =
𝑚𝑖𝑛 + 𝑚𝑎𝑥

2
… … . . (4) 

𝑠௔
ଶ = Variance of attribute 𝐴௜ 

𝑁௅= the number of data points smaller than 𝑢௦௘௧ 
𝑁௎= the number of data points greater than 𝑢௦௘௧ 

𝑠𝑘𝑒𝑤௅ =
𝑁௅

𝑁௅ + 𝑁௎
… … . . (5) 

and,  

𝑠𝑘𝑒𝑤௎ =
𝑁௎

𝑁௅ + 𝑁௎
… … . . (6) 

And, 𝑓(𝑡) is a real number greater than 0.  
Next we define the MTD as membership function, which is denoted by 𝑚(𝑥) as given in 
equation (7).  

𝑚(𝑥) =

⎩
⎪
⎨

⎪
⎧

𝑥 − 𝑎

𝑢௦௘௧ − 𝑎
, 𝑎 ≤ 𝑥 ≤ 𝑢௦௘௧

𝑏 − 𝑥

𝑢௦௘௧ − 𝑏
, 𝑢௦௘௧ ≤ 𝑥 ≤ 𝑏

0,                     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

… … . . (7) 

Now, we need to calculate the overlap area to and deciding the high or low overlapped area. In 
our experimental dataset credit card fraud detection we have two classes F for fraud and T for 

legitimate. The area of MDT function of attribute 𝐴௜ is 𝛽஺
௜  and for the same 𝐴௜ for class B is 

given by 𝛽஻
௜ . Then the overlapped area of class F and T is 𝛽ை

௜ . Thus the rate of overlap of class 

F is given by 𝛽ை
௜ 𝛽஺

௜⁄  and for class T is 𝛽ை
௜ 𝛽஻

௜⁄ . Then degree of overlap is calculated by equation 
(8).   

𝑂𝐷௜ = ඨ
𝛽ை

௜

𝛽஺
௜

∗
𝛽ை

௜

𝛽஻
௜

… … . . (8) 

Then a threshold for 𝑂𝐷௜ is calculated as the mean of 𝑂𝐷=(𝑂𝐷ଵ, … , 𝑂𝐷௜, … 𝑂𝐷௡). The 
corresponding attributes are defined as having low overlap when less than threshold 𝑇: 

𝑇 =
1

𝑛
෍ 𝑂𝐷ଵ + 𝑂𝐷௜ + 𝑂𝐷௡

௡

௜ୀଵ

… … . . (9) 

The high and low overlap area is defined by using. 

൜
𝑂𝐷௜ < 𝑇,        𝐿𝑂

𝑂𝐷௜ > 𝑇, ℎ𝑂
… … . . (10) 
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The overlapping condition shows the quality of data attributes. However, MTD involves two 
processes to deal with high and low overlap data. In this context, only low overlapped attributes 
'V23', 'V22', 'V28', 'V25', and 'Amount' has been selected. Further for improving the data 
quality the outlier analysis performed. The outlier is the data points that are providing 
misleading patters. Basically, it is a spike or downfall in trend. Therefore, the data is used with 
the regression analysis. The regression analysis is used to measure: 

[𝑅, 𝑅௜] = 𝑟𝑒𝑔𝑟𝑒𝑠𝑠(𝐷) … … . (11) 
Where, 𝑅 is residual of size n-by-1, 𝑅௜ is n-by-2 matrix of intervals used to diagnose outliers.  
If interval 𝑅௜ (i, :) for observation i does not include zero, therefore residual is larger than 
expected is suggested as outlier. The outlier is an error in the data set. In order to eliminate the 
outliers we follow steps given in table 2. The given algorithm accept the dataset 𝐷௥௘ௗ and 
generate the outlier free data 𝑃௢௨௧. Each instance is verified using the residual values. If residual 
both the intervals are below or higher than zero then the data instance is considered as outlier. 

Table 2 outlier detection 
Input: reduced dimension of data 𝐷௥௘ௗ 
Output: outlier points 𝑃௢௨௧ 
Process: 

1. [𝑐𝑜𝑙 𝑟𝑜𝑤] = 𝐷𝑎𝑡𝑎𝑟𝑒𝑎𝑑(𝐷௥௘ௗ) 
2. [𝑅, 𝑅௜] = 𝑟𝑒𝑔𝑟𝑒𝑠𝑠(𝐷௥௘ௗ) 
3. 𝑓𝑜𝑟(𝑖 = 1; 𝑖 ≤ 𝑟𝑜𝑤; 𝑖 + +) 

a. 𝑖𝑓(𝑅௜,ଵ ≤ 0 𝑎𝑛𝑑 𝑅௜,ଶ ≤ 0) 

i. 𝑃௢௨௧ . 𝐴𝑑𝑑(𝐷௥௘ௗ[𝑖]) 
b. 𝑒𝑙𝑠𝑒 𝑖𝑓 (𝑅௜,ଵ ≥ 0 𝑎𝑛𝑑 𝑅௜,ଶ ≥ 0) 

i. 𝑃௢௨௧ . 𝐴𝑑𝑑(𝐷௥௘ௗ[𝑖]) 
c. End if 

4. End for 
5. Return 𝑃௢௨௧ 

 
After preparing the final data we utilize two ML algorithms Xgboost and CNN to train and 
classify data. This section provides the details about the prepared credit card fraud detection 
techniques. The next section discusses the experimental results of the systems. 

 
III. RESULTS & DISCUSSION 

The aim of this study is to identify the appropriate technique for designing the credit card fraud 
detection. However, there are limited experimental dataset is available additionally have the 
different issues which make the classification task complex. These issues are: 

1. class imbalance issue  
2. outlier  
3. attribute overlapping issues 

Therefore, the three experimental scenarios can be considered in this study: 
1. Experiment with actual dataset 
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In order to perform the experiments there are two key parameters are considered namely 
accuracy and training time. The accuracy is the ratio of correctly recognized information and 
total information for recognition. The accuracy can be measured using: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑧𝑒𝑑

𝑡𝑜𝑡𝑎𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
… … … … . (12) 

Additionally, the training time is given as the amount of time taken by the algorithm for 
performing the experiments. That can be calculated using: 

𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 = 𝑡𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑒𝑛𝑑 𝑡𝑖𝑚𝑒 − 𝑠𝑡𝑎𝑟𝑡 𝑡𝑖𝑚𝑒 … . . (13) 

 
Figure 7: Accuracy with actual dataset 

According to the obtained accuracy of the ML algorithms as given in figure 7, we can see the 
algorithms are providing the higher accuracy. Here the KNN, GNB and k-means are providing 
98% accuracy and LR, RF, ANN and SVM are providing the accuracy 100%. But the dataset 
is highly imbalance thus the accuracy is not a suitable parameter for performance analysis. The 
next parameter is training time which is demonstrated in figure 8. According to the obtained 
training time the KNN, GNB and k-means are consuming the less amount of time as compared 
to other algorithms. Additionally the SVM and RF are highly time consuming algorithms for 
performing the training. Therefore, in order to verify the actual performance we need to rectify 
the data issue before make use for developing the required fraud detection system.  

 
Figure 8: training time with the actual dataset 

2. Experiment after balancing dataset 
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In this experiment only the CNN algorithm has been employed for performing the classification 
of credit card fraud detection dataset. Additionally to balance the dataset we utilized two 
balancing techniques namely SMOTE and ADASYN. The figure 9 demonstrates the accuracy 
of the CNN with and with handling the class imbalance problem. 

 
Figure 9: Accuracy of CNN with handling the class imbalance problem 

According to the obtained accuracy of the model after correction of the dataset in terms of class 
imbalance problem, the accuracy of the same classifier is changed. However, the accuracy of 
the model is reduced but it can be more authentic as compared to the original data classification, 
because the key issue of the dataset has been handled with the relevant technique. As the final 
conclusion of the experimental results we can say the improvement in data quality can change 
the learning performance of classifier. Additionally, the SMOTE is more appropriate algorithm 
for handling the class imbalance problem as compared to ADASYN algorithm. However, this 
technique will enhance the learning performance of the classifiers but the amount of data has 
increased due to this process and can increase the time and memory usage.  
3. Experiment after outlier and overlap handling  
Next the same dataset is considered and more refinement on dataset has been done. 

 
Figure 10: Accuracy after deep clean 

 The improvement of the data includes: 
1. Handling missing values  
2. Dimensionality reduction  
3. Overlapped attribute handling  
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4. Outlier detection and removal  
Using this deep cleaning technique of credit card fraud detection dataset the size of dataset has 
dramatically changed. Additionally, a huge difference in classification performance has been 
observed. The performance here measured and tested on two classifiers and training time. The 
comparative accuracy of the ML algorithms with original dataset and after deep clean is given 
using figure 10. According to the obtained results the accuracy of CNN is significantly changed 
as compared to XgBoost algorithm. Additionally, the accuracy of XgBoost is changing with 
the use of training and validation ratio. Therefore the deep cleaning and dataset balancing 
provides similar effect of classifier’s learning performance. 

 
Figure 11: Training time after deep clean  

 
The comparative training time of the classification methods for credit card fraud detection is 
given in figure 11. According to the performance in terms of training time the XgBoost 
consumes less amount of time as compared to CNN is both the experimental datasets. However, 
the processing time of CNN is higher but after deep clean it reduced significantly. In addition, 
as the training and validation set has been changed the training time of the ML algorithms are 
being change. The training time is increasing with the size of training samples are increased. 
However, the training time is higher of CNN but the accuracy is more effective in all the 
discussed experimental scenarios. Additionally the deep cleaning technique and class 
imbalance handling will demonstrate the similar effect on data. But the deep clean can reduce 
the performance of the ML models in terms of time and memory resource use. 
 

VI. CONCLUSIONS 
The credit card fraud is a crucial issue for credit card and banking companies. That causes 
significant losses of money and credibility of banking company. Therefore, it is necessary to 
keep security intact. However, a number of ML based models are developed recently for 
handling this issue accurately. But there is a key issue of availability of dataset due to security 
reasons. In this context, a popular dataset available online has been utilized for experimental 
study. Initially the original dataset an experiment has been performed and there are seven ML 
algorithms has been considered namely SVM, CNN, RF, LR, GNB, KNN, and k-means. 
During the experimental study we have found the K-means, KNN and GNB provide the similar 
accuracy (98%). Additionally, CNN, SVM, RF and LR provide the higher accurate results 
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(100%). Additionally it is observed that the dataset is suffering from the class imbalance 
problem. 
Thus, the study is focused on handling the class imbalance problem. In this context, two over 
sampling techniques are utilized namely ADASYN and SMOTE. Here, we use over sampling 
technique to avoid the information loss. After over sampling with both the methods we utilize 
the common classifier CNN for classifying the samples. According to this experimental study 
we found the SMOTE is more better then the ADASYN technique of over sampling. In 
addition, we compare the performance with the original dataset classification. During this 
comparison we have found the accuracy of ML algorithm is reduced but provide the authentic 
results. Additionally we have found the data also has the higher dimensions and also contains 
different kinds of noisy contents. Therefore the next study is dedicated to handle noise and 
dimension of the dataset. 
The next work is aimed to handle the noise in terms of Handling missing values, 
Dimensionality reduction, Overlapped attribute handling and Outlier detection and removal. 
This mix of data cleaning is named here as the deep cleaning. After deep cleaning we utilized 
two different classifiers XgBoost and CNN, additionally utilize the original dataset for 
performing the experiment. The results of the experiment has been recorded in terms of 
accuracy and training time based on the obtained performance we found the deep cleaning is 
able to reduce the computational resource consumption in terms of time and memory. In 
addition, accuracy is remain consistent as the over sampling techniques. therefore deep 
cleaning method is superior then the over sampling techniques. 
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