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Abstract  
Breast cancer is the most prevalent cancer among women in most countries. It has been found 
through research that early and accurate detection of breast cancer can reduce the risk of death 
among women. It is therefore imperative to detect breast cancer at initial stages.  Machine 
learning techniques is one of the most trending tools of the 21st century for solving problems 
and it also beneficial in most applications of use since it has the capability of making 
predictions and helps to make better decisions. There are several Machine Learning Techniques 
for identification of breast cancer through training and testing datasets. This paper presents a 
conceptual approach of a hybrid Machine Learning Techniques for breast cancer prediction. 
This method employed six different machine learning algorithms respectively, Support Vector 
Machine (SVM), Linear Regression (LR), K Nearest Neighbor (KNN), K-means, Naïve Bayes 
(NB) and Hierarchical clustering. The proposed concept combines both bagging and boosting 
with unsupervised Machine Learning Algorithms and clustering with unsupervised Machine 
learning algorithms. This is very essential to combine a hybrid Machine Learning Techniques 
to detect this disease at the early stage to increase the saving lives of women. 
Keywords: Machine Learning, Model, Concept, Breast, cancer, Dataset. 
  
1. Introduction 
Breast cancer is one of the substantial worldwide health challenges in Nigeria women and other 
countries women. Comparing the majority of cancer related cases deaths according to 
researcher statistics shows that breast cancer is the most leading causes of death among women. 
Breast cancer is the principal cause of death among women globally and this has contributed 
19.5% to the untimely death rate among women in Nigeria. Research showed that the early 
diagnosed with breast cancer are still alive 10 years after their diagnosis, which is due to early 
detection and prompt treatment and this can significantly reduce breast cancer mortality (Jemal 
et al., 2011). 
As breasts are prominent to women’s emotional life and are a symbol of womanhood and 
sexuality. Research showed that breast cancer determines important alterations in the body 
image and self-image of the women, which could affect their experience of sexuality and 
marital relationship. More so, breast cancer treatment causes important physical, social and 
psycho-emotional changes, with a subse¬quent decrease in the women’s quality of life (Sharma  
et al, 2017).Therefore, this disease can cause negatively im¬pact on how woman performs her 
role of wife, mother and individual in the community, and so, affecting her socio-occupational 
functioning. (Van et al, 2015).  
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Indeed, breast cancer diagno¬sis and treatment can lead to a loss of identity that can disrupt 
women’s career, professio¬nal and family life, (Fagbuagun et al, 2021). Research has 
confirmed a strict relationship between breast cancer diagnosis, treatment and women’s social 
functioning. It has been highlighted that bre¬ast cancer treatment may cause adverse effects 
that sometimes cannot be avoided. According to Watters et al, (2003) role and social 
functioning can diminish especially when patients receive breast cancer treatments.   
 
It is prominent to know that as debilitating as breast cancer disease is, majority of Nigerian 
women have little or no knowledge of the disease and even in situations where they are aware 
of The disease, their attitudes towards seeking health is negative causing their untimely or 
preventable death. The lack of awareness on the issue of vulnerability and susceptibility 
associated with breast cancer discourage many women from seeking intervention early or 
associate the symptoms they are experiencing with breast cancer (Ramathuba et al., 2015). 
 
1.1 Machine Learning 
Machine learning, a branch of artificial intelligence, relates the problem of learning from data 
samples to the general concept of reasoning (Witten et al., 2005). Machine learning (ML) is 
widely recognized as the best method in breast cancer pattern classification and prognostic 
modeling.  
 
1.2 Every learning process consists of two phases:  
(i). It estimates the unknown dependencies of the system from the given dataset and  
(ii) uses the estimated dependencies to predict new outputs of the system. 
Machine learning has also emerged as an interesting area of biomedical research, using various 
techniques and algorithms to search for a specific set of biological samples in an n-dimensional 
space and derive acceptable generalizations with several techniques and algorithms (Niknejad 
et al., 2013). 
 
 There are three main common types of ML methods known as: 
 Supervised Learning: This allows the machine to learn the tagged data. Supervised 
machine learning falls into two categories: Classification and regression. Supervised machine 
learning classification type is basically used to predict labels or classes. A classification task 
refers to the learning process of classifying data into a finite set of classes. For regression 
problems, the training function maps data to real-valued variables. Based on this process, 
predictor values can be estimated for each new sample. That is, regression is used to predict 
the continuous size. (Mohamed et al. 2020). 
 
 Unsupervised learning: In unsupervised learning, machines are trained based on 
unlabeled data without supervision. These types of machine learning are used to solve 
association and clustering problems. Association problems consisted of finding patterns in the 
data that found common occurrences. Clustering is a common unattended task that tries to find 
categories or clusters that describe data items. Based on this process, each new sample can be 
assigned to one of the clusters identified with similar characteristics. (Mohamed et al. 2020).  
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 Reinforcement: In reinforcement learning, an agent interacts with its environment by 
producing actions and perceiving errors or rewards. It is a feedback-based machine learning 
technique in which an agent learns how it behaves in an environment by taking actions and 
seeing the results of those actions.  (Mohamed A. et al. 2020). 
 
2.  Related works 
In this section, several researches have been carried on detection of breast cancer. These studies 
have compared and used different machine learning methods to achieve best performance 
accuracy. Some of previous studies are given in the followings: 
Seema et al., (2012) proposed an ARNN (Adaptive Resonance Neural Network) method for 
cancer detection using unsupervised learning. The dataset collected for this study contained a 
total of 699 cases, 600 of which were used to train the network. This database contains nine 
attributes, so the results are divided into two categories: benign or malignant. These adaptive 
neural resonance network techniques used in this study showed an accuracy of 75%. However, 
using a smaller data set also reduces. 
Boosted SVM dedicated for solving imbalanced results was suggested by Zięba et al., (2014). 
The result combined the advantages of ensemble classifiers with cost-sensitive support vectors 
for unbalanced data. More so, this method presented for extracting decisions from the boosted 
SVM. The solution compared the performance of the uneven data with different algorithms. In 
conclusion, an enhanced SVM was implemented for approximation after surgery life 
expectancy in patients with lung cancer. 
Niranjana et al., (2015) proposed comparing the performance of artificial neural network 
(ANN), support vector machine (SVM), and K-nearest neighbor (ANN) models for cardiac 
ischemia classification. In this research approach, ANN, SVM, and ANN models were 
developed to classify cardiac ischemia based on morphological changes in ECG signals. The 
proposed ANN, SVM, and ANN models preserve the morphological features extracted from 
the preprocessed ECG beats. All model performances are compared and validated against the 
Physiobank database for accuracy, sensitivity, and specificity. The results of this study 
demonstrate that the proposed ANN-based model has greater potential than SVM and ANN 
classifiers in classifying cardiac ischemia. Experimental results confirm that the ANN model 
outperforms with a test classification accuracy of 96.62%. The accuracy achieved with this is 
significantly higher compared to SVM and ANN classifiers. However, this model has not been 
implemented in breast 
Usha Rani (2010), suggested a parallel neural network method for improving the classification 
of breast cancer diagnoses. The researchers described various parallelization strategies 
measured in artificial neural networks, including block parallelism, neuron parallelism, and 
instance parallelism. Experiments were performed considering both single-layer and multilayer 
neural network models. We trained the network using a variable learning rate backpropagation 
algorithm and implemented a multi-layer perceptron to achieve an accuracy of 92. However, 
in this study only 11 attributes were used to train the mode 
Tae-WooKim et al. (2010) have proposed a decision tree for occupational lung cancer 
parameters were to determine whether a condition was acceptable as lung cancer in relation to 
age, sex, years of smoking, histology, branch size, delay, working hours, and exposure to 
independent variables. . The Characterization and Recurrence Test (CART) universe is used 
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throughout the search for word-related indices of cellular deterioration in the lung. Presentation 
to a prominent pulmonary expert was the crowning achievement of the CART model. The 
decision tree method is easy to interpret. It can also be considered a minimum criterion for 
work relevance in lung cancer. However, this method was not conducted on breast cancer. 
Ancy et al., (2018), performed classification of single-frame mammograms in pre-running 
datasets, feature extraction from grayscale co-occurrence matrices, region-of-interest 
segmentation, and support vector machine classification. Experimental results showed that the 
method used to classify tumor and non-tumor using SVM classifier, GCLM extracted features 
can provide accurate results. However, in this study, a method was proposed to evaluate her 
two datasets, tumor and non-tumor. 
 Anooj et al., (2012), adopted a weighted fuzzy rule for the detection of heart diseases using k-
fold cross validation. The dataset used for this study gotten from UCI Respiratory and this 
dataset consists of 14 attributes of input and its output value is vary from 0 to 4 where 0 means 
no presence of diseases and from 1 to 4 it shows the existence of diseases. The datasets were 
used for the examination of heart disease and the result shoed the accuracy of 58.85%. 
Azzaw et al., (2016), proposed a GEP model to predict microarray data on lung. To predict 
important lung cancer related genes with GEP model, in this proposed work two approaches 
were adopted for selecting genes and thus suggest specific GEP prediction models. The result 
of the cross-data collection was tested for consistency. The results gotten show that, precision, 
sensitivity, specialty, and region under the recipient functional property curve considered, the 
GEP model used fewer features that surpassed other models. The GEP model was a better 
approach to problems of diagnosis of lung cancer.  
Selvi et al., (2006) proposed a frame work to detect breast cancer using KNN and SVM on the 
dataset collected from UCI repository to detect breast cancer with respect to the results of 
accuracy the efficiency of algorithm is also measured and compared. There method of machine 
learning algorithms applied on these datasets that shows different levels of accuracy range 
between 94.36% and 99.90%. However, the study was only used to determine the accuracy of 
the model. 
Hafizah et al., (2013) employed data mining techniques to compare the performance of decision 
trees, SVMs, and ANNs, and analyzed data from the ICBC registry to develop a model to 
predict breast cancer recurrence. The dataset used was obtained from the Iranian center for 
breast cancer. Simulation results showed that SVM was the best classifier followed by ANN 
and decision tree. However, the study reported cases lost in the follow-up and there were 
records with missing values that were omitted in data collection. 
David et al., (2019) conducted a comparative study of decision trees, NB, NN, and SVM using 
three different kernel functions as classifiers for classifying WPBC and Wisconsin breast 
cancer (WBC). Experimental results showed that NN (10X) has the highest accuracy of 98.09% 
on the WBC dataset and SVM-RBF (10X) has the highest accuracy of 98.32% on the WPBC 
dataset.  
Rajendran et al., (2019) conducted a feasibility study of data mining techniques in the diagnosis 
of breast cancer. They reviewed a number of papers to provide an overview of the types of data 
mining techniques used for breast cancer prediction. Results show that commonly used data 
mining techniques include decision trees, naive Bayes, association rules, multilayer 
perceptrons (MLP), random forests, and support vector machines (SVM). The overall 
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performance of the technique varies from dataset to dataset. The Random Forest classifier 
performed better on the Wisconsin breast cancer data set, with an accuracy of 99.82% 
 
3. Materials and Methods 
There was a review of related materials on Machine Learning Techniques, Breast cancer, and 
risk factors of breast cancer. In this section, we describe the proposed conceptual approach by 
presenting an architectural overview of modules (M1, M2, M3, and M4) that correspond to the 
various processing stages of the system and a presentation of its main components and 
functions. 
 
Figure 1, described the System Architecture for Hybrid Machine Learning Techniques for 
Breast Cancer Prediction: A Conceptual Approach. This system comprises of four modules, 
each module (M) runs independently and the last stage will provide the evaluation 
performances of the whole analysis. 
 
3.1 Data Set: Datasets contain information about the data used to build models for 
evaluating different dataset choices. Abien Fred (2018). A total of 541 breast cancer records 
were collected locally at his Ekiti State University Teaching Hospital Breast Cancer Registry, 
each composed of 24 attributes and classes benign (no) or malignant (yes) were used for the 
comparative studies. 
 
3.2 Data Pre-Processing: Purification and modification of the dataset are required before 
applying ML algorithms to the dataset; it is a necessary step to pre-process the data.  So that 
Performance and accuracy of the predictive model are not only affected by the algorithms used 
but also by the quality of the dataset and pre-processing. Dataset can be mathematically done 
as well as using the scikit-learn object Min-Max-Scaler (Kotsiantis et al, 2006). An imputation 
method was used for the missing value and calculated as:  

Expected cell value =  
    ୘୭୲ୟ୪ ୒୭ ୭୤ ୡ୭୰୰ୣୡ୲ୣୢ ୭ୠୱୣ୰୴ୟ୲୧୭୬

    ୘୭୲ୟ୪ ୳୬୧୲ ୭୤ ୭ୠୱୣ୰୴ୟ୲୧୭୬ୱ
  

3.3 Feature Extraction Module 
Feature extraction is the process of bringing out important or salient features from the 
preprocessed image. In this research facial features were extracted using three different 
methods namely: Principal Component Analysis (PCA) using the Singular Value 
Decomposition Techniques (SVD), Gabor Filter and Gray Level Co-occurrence Matrix 
(GLCM) method. In this, Principal Component Analysis (PCA) method was employed for 
enhancing classification effectiveness. PCA is a popular unsupervised linear technique which 
attempts to transform the original feature sets which include a large number of features to a 
new smaller feature space, so that the current data can be expressed with a few number of 
features variable. 
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3.4 Data splitting:  The goal of dividing the data is to avoid overfitting the model during 
model testing on the training dataset. The dataset for this study will be split into two parts: 
training data (80%) and test data (20%). Training the Model will be based on the most six 
prevalent classifiers, three of which are Supervised Machine Learning (SVM, LR, NB) and 
three Unsupervised Machine Learning (KNN, KM, HC) that will eventually lead to the building 
of the hybrid; also in addition, infrequent techniques called Bagging Ensemble Learning (BEL) 
will be employed. Consequently, the application of these methods using hyper parameter can 
help the efficiency and accuracy performance of the proposal hybrid model. The proposed 
hybrid model will be trained to identify specific types of patterns using an algorithm in a 
machine learning system. The model’s algorithm will use a collection of data for training and 
building of a model, and predicts the output whilst saving that procedure for future purposes. 
3.5 Model Training and Testing:  For model training and testing, certain percentage method 
will be adopted in this study to obtain the training and testing of datasets respectively. In order 
to describe the performance of the models, confusion metrics will be employed in this study; 
that is the accuracy, precision, recall and execution time for each model will be measured 
(Janghel  et al., 2010).  
3. 5.1 Performance Metrics of Machine Learning Classification Models 
The performance metric of the models used for classification was based on the following 
metrics: 
 Accuracy: The ratio of sum of samples with no breast cancer and with the breast cancer 
that has been correctly predicted by ML model to the total of breast cancer predicted 
observations Hence, The accuracy will be calculated using the formula below: 

        Accuracy =  
    ்௉ ା ்ே

்ே ା்௉ ା ி௉ ା ்ே ା ிே ி௉
       (7) 

(ii) Precision: The ratio of sum of samples with no breast cancer that has been correctly 
predicted by ML model to the sum of samples with no breast cancer and with breast cancer that 
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has been correctly predicted by ML model. This measure is attractive, particularly within the 
clinical field because of what level of the observations will be accurately analyzed. Another 
name for precision is sensitivity. 

   Precision =  
    ்௉ 

்௉ ା ி௉
         (8) 

 Recall:  It is the ratio of samples with no breast cancer that has been correctly predicted 
by ML model to the sum of samples with no breast cancer  and with breast cancer that has been 
correctly predicted by ML model. (that is, Breast cancer cases),  

         Recall =  
    ்௉ 

்௉ ା ிே
          (9)

  True Positive Rate (TP Rate): The true positive rate was computed as the ratio 
of the true positive (TP) to the sum of true positive and false negative (TP + FN) as presented 
in Equation (10). 

           𝑇𝑃𝑅 =  
்௉

்௉ ାிே
   (10)    

 
Where TP is the number of faces that were correctly recognized; FN is the number of faces that 
were incorrectly recognized. The true positive rate for the face class are the number of faces in 
the face class that are correctly classified as face, divided by the total number of faces in the 
face class. 
 False Positive Rate (FP Rate): The false positive rate was computed as the ratio of the 
number of faces that are incorrectly recognized as face under consideration (FP) to the sum of 
the number of faces that are correctly classified as not faces under consideration (TN), plus the 
FP. FPR is presented in Equation 
 

𝐹𝑃𝑅 =  
ி௉

்ே ାி௉
       (11)    

 
False positive rate is the total number of faces in the face class that are incorrectly classified 
divided by the total negatives in the dataset. 
 
3.6 Support Vector Machine 
Given a set of training data set x (a vectorz_i) of i subjects, and for each subjects i=1,2,…,541  
in the training data set, and a class a label y_i belonging to classes y= ±1 (The pair of input 
feature vectors and the class label can be represented as tuple{x_i,y_i }. 
In the input training data, there is of linear separable problem where exists a separating hyper-
plane which defines the boundary between class 1 (labeled as y = 1) and class 2 (labeled as y 
= -1). The separating hyper-plane is thereby formulated as: 

𝑤. 𝑥 + 𝑏 = 0      (12)                                                                         
Which implies: 

𝑦௜(𝑤. 𝑥 + 𝑏) ≥ 1, 𝑖 = 1, 2, … , 541 
The SVM method attempt to find a classifier using the following equation: 
 

𝑦(𝑥) = 𝑠𝑖𝑔𝑛 [ ∑ ∝௜ 𝑦௜ 
ே
௜ୀଵ 𝑘(𝑥௜, 𝑥) + 𝑏]    (13)                                                                         
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Where xi is positive real constants and b is a real constant. Generally, k(xi, x) = (∅(xi), ∅(x)), 
(‘,’) represents the inner product operation, and ∅(x) is a nonlinear map from the original space 
to the high dimensional space.  
 
Basically, there are numerous possible values of {w, b} that create separating hyperplane. In 
SVM only hyperplane that maximizes the margin between two sets is used. Margin is the 
distance between the closest data to the hyperplane. Figure 2 shows linearly separable binary 
classification problem with no possibility of miss-classification data. 

 
Figure 2: Support Vector Machine with linear separable data. 

Point: setting of points for classification, where each point is represented by some feature 
vector (x), then it is been mapped to a more complex nonlinear space of phi (Ø) of X, then the 
feature is transformed. 

Decision boundary: Is the major separator that divides the points into their respective classes 
Decision boundary is calculated as: 

 
Distance measured: 
This provides a way of measuring the difference between two feature vectors 

Optimizing:  this ensures that data is seamlessly separable, that is when there exists at least a 
hyperplane separate the training data group of classes with 100% accuracy 
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3.7 K-Nearest Neighbor (KNN) Model 
K-Nearest Neighbor (KNN) is one of the simplest Machine Learning algorithms based on 
unsupervised Learning technique; it is a fundamental machine learning classification and 
regression technique. KNN required the dataset for design, the distance metric in computing 
distance between training and testing test, and the value of T, is also the number of nearest 
neighbors to retrieve. KNN classifier can be used to predict a class by means of Euclidean 
distance. The distance metrics is presented as: 

𝑑 =  ඥ∑ 𝑥௜ − 𝑦௜
௡
௜     (18) 

Where (x, y) are points in the feature set. 
To find the nearest k neighbors of y we assigned the point in the feature set to class of k nearest 
neighbors and majority decision rule is then used to classify the new sample. The vote is 
weighted based on its distance and it is presented as: 

The value of k was calculated as: 

Where k is the nearest neighbors to get and Ts is the total training set. 
3.8 K-means algorithm is used in extracting meaningful information from a large database 
using a cluster. Algorithm is an iterative technique that is used to partition an image into k 
clusters. It partitions n observations into k clusters distributing the observations among the 
clusters based on the nearest mean principle. The K-means clustering algorithm is a well-
known data clustering technique. It is used in a variety of applications, including information 
retrieval and computer vision. K-means clustering divides n data points into k clusters, allowing 
for the grouping of comparable data points. 
Step 1. Select k cluster centers, either randomly or based on some heuristic.  
Step 2. Ascribe each pixel in the dataset to the cluster that minimizes the distance between a 
point and the cluster center.  
Step 3. Re-compute the cluster centers.  
Step 4. Repeat step 2 and 3   
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Given a set of n observations {x1, x2… xn}, K-means algorithm partitions the observations 
into k sets, that is {S1, S2… SK} where (k < n) in order to minimize the distance within the 
cluster 

𝑎𝑟𝑔௦ 𝑚𝑖𝑛 ෍ ෍ ||𝑥௝ 

 

௫,∈ௌ,

−  µ௜||2,

௞

௜ୀଵ

 

Where µi is the mean of ith in Si and is calculated in each iteration as presented: 
 
 µ௜ = ∑ 𝑥௝

ே
௝ୀଵ  /n𝑖 

Then, Gaussian distribution, and maximum likelihood method is used to calculate the 
parameters of Si as: 

 µ௜ = ෍ 𝑥௝

ே

௝ୀଵ
ିିିିିିିିିିିି

௡೔

 

Therefore, Gaussian distribution can model only normally distributed data 

The distance metrics is presented as: 

𝑑 =  ඥ∑ 𝑥௜ − 𝑦௜
௡
௜           

 (21) 

Where (x, y) are points in the feature set. 
 
3.9 Naïve Bayes 
This algorithm is a supervised learning algorithm based on Bayes' theorem and is used to solve 
classification problems. It is primarily used in text classification with high-dimensional training 
datasets. Naive Bayes Classifier is one of the simplest and most effective classification 
algorithms that help you build fast machine learning models that can make fast predictions. It's 
a probabilistic classifier, meaning it makes predictions based on object probabilities. Bayes' 
Theorem: 
Bayes' theorem, also known as Bayes' rule or Bayes' law, is used to determine the probability 
of a hypothesis based on prior knowledge. It depends on conditional probabilities. The formula 
for Bayes' theorem is given by:  
P (h\D) = P(D\h)P(h) 
    P (D) 
Where, 
h is a class data specific 
D is data with a class that is not yet known Hypothesis 
P(h|D) is (Posterior (correct) probability): Probability of hypothesis h based on condition D. 
P(D|h) is Likelihood (trial)  probability: Probability of the evidence given that the probability 
of D hypothesis is true. 
 P(h) is Prior Probability: Probability of hypothesis before observing the evidence. 
P(D) is Marginal Probability: Probability of Evidence 
 P(h\D) = P(D\h)P(h) 
    P(D) 
The output of the model is to classify an individual to a class with the maximum posterior 
probability, through the use of Bayes’ Rule as: 
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𝑝𝑟൫𝑐 = 𝑐ଵ|𝑥ଵ = 𝑥ଵ, … , 𝑥௣൯ =  
௣௥(௖ୀ௖భ)୔୰ (௫భୀ௫భ,…,௫೛ୀ௫೛|௖ୀ௖భ)

୔୰ (௫భୀ௫భ,…,௫೛ୀ௫೛
 

 (22) 

Therefore, the ratio in this formula is expressed as:   

  
𝑝𝑟൫𝑐 = 𝑐ଵ|𝑥ଵ = 𝑥ଵ, … , 𝑥௣൯ =  𝑝𝑟(𝑐 = 𝑐ଵ)Pr (𝑐 = 𝑐ଵ)𝑝𝑟(𝑐 = 𝑐ଵ)Pr (𝑥ଵ = 𝑥ଵ, … , 𝑥௣ =

𝑥௣|𝑐 = 𝑐௜  

The computation of prior class probabilities is formulated as follows:  

𝑃𝑟(𝑐 = 𝑐ଵ) =  
|୘೎೔| 

்ಿ
         

 (23) 

Where T௖௜ is the total number of breast cancer patients in class of  𝐶௜ and 𝑇ே which is also the 
total number of breast cancer patients in the training set. 

To formulate the independence assumption, the probability is then computed to be the relative 
frequency of breast cancer patients in class  

 

 ௝ୀଵ
௣

Pr ∏൫𝑥௝ି𝑥௜൯ |𝑐 = 𝑐ଵ)∏ ௝ୀଵ
௣

=  
୔୰೎೔௫ೕష௫ೕ

೔  

|୔୰೎೔|
      

 (24) 

Consequently, the conditional attribute value probability is calculated as: 

 ௝ୀଵ
௣

Pr ∏൫𝑥௝ି𝑥௜൯ |𝑐 = 𝑐ଵ)∏ ௝ୀଵ
௣

=  
ଵ  

ඥଶగ∅௖భ
𝑒

(ೣೕషµ೎೔)మ 

మಚమ೎೔
 ୀ଴

     

  

The output of a Naïve Bayes Classification model is the maximum posterior class probability, 
known as maximum a posterior which is presented as: 

𝐶ெ஺௉(𝑑௞) = argmax P(𝐶 = 𝐶௜)∏ ௝ୀଵ
௣

= Pr(𝑋௝ି𝑋௝
 | 𝐶ି𝐶௜

 )     
 (25) 

3.10 Linear Regression Algorithm 

Linear regression is used to predict a quantitative response Y from the predictor variable X. 
Mathematically, we can write a linear regression equation as: 

Y=a + Bx           
 (26) 

Where a and b  
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𝑏(𝑠𝑙𝑜𝑝𝑒) =
𝑛 ∑ 𝑥𝑦 − (∑ 𝑥)(∑ 𝑦)  

𝑛 ∑ 𝑥ଶ − ( ∑ 𝑥)ଶ  
 

 

𝑎(𝑖𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡)
𝑛 ∑ 𝑦 − 𝑏(∑ 𝑥)  

𝑛  
 

The true and estimated regression lines is shown in the figure 3below 

 
Figure 3: The true and estimated regression lines 

Where: 

  = dependent variable  

𝑡௜ = independent variable  

𝛽଴ = C- intercept  

𝛽ଵ = slope of the line 

The true regression line is represented as: 

𝐶௜ =  𝛽଴ + 𝛽ଵ𝑡௜          
 (27) 

The estimate relationship is represented as: 

  𝐶ప
෡

 
= 𝛽଴

෢ + 𝛽ప
෡

 
+ 𝑘௜𝑒௜         

 (28) 
 
where: 
 𝑒௜ = estimate of the random error μ 

𝑘௜= probability factor 

μ = random error in C for observation i; i = 1, 2, 3…n., this depend on nature of the data (Ci )  
to so many factors 𝑘௜. 

the estimate regression line is given as: 
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  𝐶ప
෡

 
= 𝛽଴

෢ + 𝛽ప
෡

 
𝑡௜          

 (29) 

Where, 𝐶ప
෡

 
= estimated value of 𝐶௜  given a specified value of t 

A simple linear regression model relationship is represented as:  

1 … . . (𝑦௜ =  𝛽଴ + 𝛽ଵ𝑥௜ + 𝜀௜ = 1,2,3 … 𝑛
  

      

 (30) 

Here, 𝑦௜ represents assumed variable and 𝑥௜ is an independent variable which indicated the 
features of breast cancer dataset, this model is known as the general linear model. 

(𝛽଴ + 𝛽ଵ𝑥) returns the amount of changes in 𝑦  value whenever 𝑥  value is changed with the 
amount a unit. 

Where 𝛽଴ + 𝛽ଵ are the parameters of the model and 𝜀௜ refers to the amount of error in 
explaining the independent variable 𝑦௜. 

The estimated value of relationship is then given as:  

𝑦ො = 𝛽଴
෢ + 𝛽ప

෡
 
𝑥 

  

          

 (31) 

𝛽଴
෢ + 𝛽ప

෡
 
 Represents the estimated values of the parameters of the model and  mean can be 

obtained in each of the formulas as: 

𝛽ప
෡

 
=  

௡ ∑ ௫೔
೙
೔సభ ௬೔ି∑ ௫೔

೙
೔సభ ∑ ௬೔

೙
೔సభ

௡ ∑ ௫೔మ
೙
೔సభ ି∑ ௫೔ )ଶ೙

೔సభ  

 and  𝛽଴
෢ = 𝑦ො − 𝛽ప

෡
 
𝑥ො  

  

     

 (32) 

𝑦ො and 𝑥ො are the mean for each x and y respectively: 

The estimated value of the error is therefore presented as follows: 

𝜀 పෞ = 𝑌௜ = 𝑌 ప෢
 

  

          

 (33) 

3.11 Hierarchical clustering is a method of grouping identical elements into clusters. An 
endpoint is a set of clusters, each cluster is isolated from all other clusters, and the objects 
within each cluster are roughly similar to each other. Clustering is performed by using a 
distance function to determine an approximate matrix containing the distances between each 
point. For each pair of clusters, the model computes and joins them all to minimize the 
maximum distance between clusters. 
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𝐶௜௝Lij = max {d(𝑥௔, 𝑥௕)∀(𝑥௔ϵ 𝐶௜ 𝑎𝑛𝑑 𝑥௕ϵ 𝐶௝ 
}  

  
 

 (34)  
   

The average distance between the pairs of clusters is presented as: 

. 

𝐶௜CjLj =
ଵ

|େ೔||஼ೕ|
∑ ∑   

௫್஫ ஼ೕ

 
௫ೌ஫ ஼೔

d(𝑥௔, 𝑥௕)   
  

      

 (35) 
All formed clusters should be considered and an algorithm should be used to compute the sum 
of the squared distances within the clusters and merge them to reduce the variance of each 
cluster in the result.  

∀𝐶௜CjLj = ∑ ∑   
௫್஫ ஼ೕ

 
௫ೌ஫ ஼೔

‖𝑥௔ − 𝑥௕‖ଶ

 
  

  
      

 (36) 

Euclidean Distance: The ordinary straight-line distance between two points in Euclidean space 
is the metric space and is calculated by Equation 37.  

 ௗEuclidean൫xതଵ,xതଶ൯
 

= ‖xത௜ −  xതଶ‖ଶ = ට∑   
 ௧    

(𝑥ଵ
௜

 
− 𝑥ଶ

ଵ)ଶ

 

  
  

   

 (37) 

3.12 Ensembles: this is a method of combining multiple models to produce a single output. 
The idea is that combining multiple models yields better results than a single model. Various 
assembly methods such as bagging, boosting and stacking are possible. 

3.13 Bagging or Bootstrapping Ensemble technique: It is a method of creating multiple 
models on the same set of observations to produce an approximately the same results. 
Therefore, the whole set is broken down to smaller sets that is with replacement. Various 
algorithms which use bagging technique are bagging estimator, Random Forest, Extra trees. 
Mathematically, bagging is calculated as: 

Fbag = f1 (x) + f2(x) + … + fm(x)        
 (38) 

3.13 Boosting Ensemble technique. It is a sequential process in which each subsequent model 
attempts to correct the previous model's errors. This is done by giving higher weights to the 
observations which were incorrectly predicted. Final model (strong learner) is the weighted 
mean of all the models (weak learners). AdaBoost GBM, XGBoost, are some of the algorithms 
which use boosting technique. 

Mathematically, Boosting is calculated as: 

Formula: (a^t = 1/2 ln 1-e(t)/e(t) )       
 (39)     
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where, 

a ^t – alpha to the power of t , e(t) – error with respect to ‘t’ 

Weight after time. ‘t’ is given as : 

W (i) ^ t+1 / Z. e ^ -at.h1(x).y(x)       
 (40) 

Where, 

Z – Normalizing Factor, W(i) ^t+1 – weight to the power of t + 1 , 

h1(x).y(x) – is sign of current. Output. e^-at.h1(x).y(x) – error to the power of ‘-‘ (minus) alpha 
multiply sign of current output. 

3.14 Building a model 
Building a model:  Building a machine learning models in this study will assist us to understand 
the problem (and its surrounding system). This stage contains a file that will be trained to 
recognize certain types of patterns. In this study, models will be trained over a set of data gotten 
from source, then providing it an algorithm that it will use to reason over and learn from those 
data. The purpose of this is to discover the detective relationship by using such model. Once 
this is done, the test dataset will be used to get the accuracy of the hypothesis. 
 
4. Result Discussion 
The evaluation of a ML algorithm performance involves testing the proposed model(s) built. 
In this proposed study, the evaluation will be done by comparing the Machine Leaning Models 
(Support Vector Machine (SVM), K Nearest Neighbour (KNN), K Means, decision Tree and 
Naïve Bayes) results with the real data value. In the prediction phases, the test dataset will be 
used to assess the performance of the models in classifying the classes of breast cancer. Then, 
the different performance will be used to evaluate the result of the ML model in each module 
based on their accuracy, precision and Time measure and otherwise as the research continues. 
 
4.1 Application of the conceptual Approach  
4.1.1 Virtual Personal Assistants 
This concept can be used in the area of virtual personal assistants to aids in discovery of 
valuable facts, especially when it is been asked through voice or text. A good example of this 
is speech Recognition, speech to Text Conversion, Natural Language Processing and text to 
Speech Conversion. 
4 .1.2 Fraud Detection 
Experts predict online credit card fraud to soar to a whopping $32 billion in 2020. That’s more 
than the profit made some organization in Nigeria and this is more worrisome on the part of 
the business owners. Fraud Detection is one of the most necessary applications of Machine 
Learning due to the fact that the number of transactions has through the payment channels such 
as credit or debit cards, numerous wallets, and smartphones, among others. At the same time, 
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the rate at which the criminals have become practiced at finding escapes has also increased. By 
applying this concept will drastically reduce the rate of fraud most especially in Nigeria.  
4. .1.3 Medical Diagnosis: 
With this advanced of machine learning techniques, medical technology will grow very fast 
and able to build system models that can predict the exact situation of the aliments thereby 
creating new approaches of predictions, diagnosis and classifying patients into novel 
phenotypic groups, and improving prediction capabilities. There is a need for capacity 
development in this area by providing a conceptual analysis of machine learning alongside with 
a practical guide to developing and evaluating predictive. 
 
4. 1.4 Decision support 
Decision support is another application area where machine learning. Here, algorithms trained 
on historical data and any other relevant data sets can analyze information and run through 
multiple possible scenarios at a scale and speed impossible for humans to make 
recommendations on the best course of action to take. For instance, in agriculture, machine 
learning-enabled decision support tools incorporate data on climate, energy, water, resources 
and other factors to help farmers make decisions on crop management. In businesses, decision 
support systems help management anticipate trends, identify problems and speed up decisions. 
Information is presented via executive dashboards in the form of charts and other graphics. 
4.1.5 Predictions of Traffic:  
Global Positioning System navigation services have been using globally, the current locations 
and velocities are normally kept and saved at a central server for managing traffic. This data is 
then used to build a map of current locations and velocity traffic. This will prevented the traffic 
and also will also perform congestion analysis; there are fundamental problem due to less 
number of cars that are provided with Global Positioning System (GPS). Machine learning in 
such developments will aids to evaluate the locations where congestion can be found on day-
to-day practices. 
5.0  CONCLUSION 
In this paper, we presented the conceptual architectural design and the sequence for an hybrid 
Machine Learning algorithms, six classification parameters were examine namely; Support 
Vector Machine (SVM), Linear Regression (LR), Naive Bayes (NB), k Nearest Neighbor 
(kNN), K_means and Hierarchical clustering with Bagging and Boosting ensemble Machine 
Learning Techniques for breast cancer prediction. The target of this concept research is to 
implement this concept so as to compare different machine learning models performance and 
determine the foremost accurate machine learning algorithm for the diagnosis of breast cancer. 
We believed that if this concept is implemented, it will compare, evaluate and establish a hybrid 
method among many Machine Learning techniques commonly used for breast cancer detection 
therefore, false positives will be minimized. As future work, this approach needs a more 
specific way of systematization, perhaps through the aforementioned sophisticated machine 
learning techniques. Additionally, the used assumptions in this contribution must face well-
grounded scientific evaluations in order to ensure their stability since the described approach 
is conceptual and has not been evaluated yet. 
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