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Abstract  
       Online Social Media and Event-based Social Networks are exploring a vast volume of 
unwanted information on the proliferation of user-generated content. Social Media platform is 
envisioned to provide a member to generate and exchange range with other members in social 
media for socializing and knowledge sharing. However, it exhibits numerous complications in 
the network, especially to members' walls, with the propagation of unwanted information from 
cyber bullies and haters to their information posted as it spreads among various groups and 
communities. However, many traditional techniques are employed to manage these challenges, 
but it produces the wrong misinterpretation. To mitigate the challenges mentioned above, a 
new deep learning architecture named a deep social attention network is designed to detect and 
prevent the propagation of unwanted content in social media. In this architecture, the dataset is 
collected from Facebook. It contains various posts for various statuses and is available in a 
CSV file. CSV file is preprocessed using data normalization, stop removal, and stemming 
process for removing stop words, numbers, hashtags, and emojis. Preprocessed data is 
employed in the vector space model to process the data as the feature vector. 
Further, the feature vector is employed in the BERT model to extract the sentiment of the 
feature vector as a positive instance or negative instance. The positive polarity of the example 
of the vector is classified as a regular comment, and the negative polarity of the feature vector 
model is classified as an unwanted comment using a convolution Neural Network learning 
classifier considered as deep learning architecture. Negatively Classified content is eliminated 
and prevented from posting in the user wall. Instead, it generates a warning message to the 
unwanted content posted to members, and unwanted information is placed in the LTSM model 
as hidden data against exposing the member and other audiences. Experimental analysis of the 
proposed approach is compared with conventional methods to evaluate the performance. 
Further performance of the system is computed using performance metrics such as precision, 
recall, and fmeasure. The proposed model produces 99% accuracy in identifying unwanted 
information compared to conventional approaches.  
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1. Introduction   
            Online Social Media is exploring a massive volume of unwanted information on the 
proliferation of user-generated content. Social Media platform is functionalized to generate 
social data and exchange the generated content among other community members as 
knowledge sharing task. However, it leads to numerous challenges to social network members 
on the propagation of unwanted information from cyber bullies and haters to their shared status 
as it spreads to various community members. However, many conventional approaches have 
implemented several strategies and constraints to handle these complications, but it leads to 
false misinterpretation. 
         To mitigate those complications, a new deep learning architecture entitled a deep social 
attention network is designed to detect and prevent abusive content from propagating in the 
social media network. In this architecture, the dataset is collected from Facebook. It contains 
comments for various statuses and is organized in a CSV file. The dataset file is preprocessed 
using data normalization, stop removal, and stemming process for removing stop words, 
hashtags, ings words, numbers, and emojis. Preprocessed data is employed in the vector space 
model, which processes the data as a vector.  
               The feature vector is applied to the BERT model to determine the sentiment of the 
instance. The positive polarity of the feature vector is classified as a regular comment. The 
negative polarity of the feature vector is classified as an abusive comment using a deep learning 
classifier considered a convolution neural network on processing the vector in the softmax 
layer with an activation function. Classified content with a negative comment is eliminated 
from the user wall and stored in the LTSM model as confidential information, generating a 
warning message to the user against posting a particular type of Comment.  
               The rest of the paper is sectioned as follows, section 2 illustrates the related work, 
and Section 3 represents the design of the profound social attention network using a 
Convolution Neural Network for classification and prediction and the LSTM model for storing 
the abusive content as confidential information It processes the data collected from the 
FACEBOOK on the incorporation of the sentiment framework named as BERT model. Section 
4 evaluates the current model's performance against the traditional model on accuracy measures 
in the mentioned experimental setup.   
2. Related work 
               In this section, various related work using machine learning models to filter and 
handle abusive content is analyzed and detailed on the functional specification of the dataset 
of the social media network as follows. 
2.1. Unwanted Message Filtering using Support Vector Machine 
         In this architecture, unwanted content in social media is extracted and filtered using 
machine learning algorithms. It employs the support vector machine algorithm to detect an 
unwanted messages from the content posted on the user walls of Twitter and Facebook. 
Specific models process the dataset with preprocessing, feature extraction, and classification 
processes. It yields an accuracy of 88% in predicting the unwanted content from the regular 
content on the user's walls 
3. Proposed model  
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      In this part, a detailed specification of the current deep social attention network architecture 
for classification along sentiment analysis architecture and content management architecture 
such as LTSM to identify the polarity of the extracted word and primary data processing step 
of the Facebook dataset is presented as follows: 
3.1. Data Transformation 
              Initially, the dataset extracted from Facebook is transformed into CSV file format as 
it is a highly reliable information format for matrix operation to the task of vital feature 
extraction and feature classification. In addition, it is a supported format for prediction and 
Sentiment Analysis.  
3.2. Data Preprocessing  
           The transformed dataset is preprocessed with normalization, stop word removal, emojis 
removal, and stemming process for processing the collected data for prediction and prevention 
of the unwanted information through the following processes  

 Stop Word Removal: It is to eliminate the stop words like and, is, was, are, were, etc., 
as it is represented as non-actionable words 

 Stemming process: It is to eliminate "ing" and "ed" words in the comments as it is also 
described as non-actionable words 

 Emoji removal: it is to eradicate emoji in the Comment as it is represented as non-
actionable information for the prediction task  

 Number Removal: It is to eliminate the numbers in the comments 

3.3. Tokenization  
         It is to separate the words into tokens. The classifier quickly processed tokens. Tokens 
are represented as words. Tokenization also eliminates the punctuation, whitespaces, and 
delimiters from the comments, as it is described as meaningless.  
3.4. Feature Extraction  
              Feature Extraction uses the vector space model and n-gram operation to process the 
data containing the information as an instance. Those instances are represented in vector form 
by employing a vector space model. The vector comprises the high-frequency words computed 
using the term frequency. It is the representation of frequently occurring words in a particular 
comment.  
Vector Space model VS of Comment = {Term 1, Term 2, Term 3.....Term n} 
3.5. Sentiment Analysis -BERT model 
            The sentiment is computed to the word vector. In this work, the BERT model is 
employed to analyze the sentiment of the word vector. It yields the polarity to the words as 
positive and negative on contextual analysis of the terms in the vector. BERT processes the 
word on utilization of the sentiment base and modifier base along the rule base to identify the 
polarity of the word in the vector. It is highly employed in the NLP model.  
3.6. Classification - Convolution Neutral Network 
            Convolution Neural Network is employed to classify the feature vector containing 
polarity into classes as regular comments and unwanted comments. Convolution Neural 
Network operates with a convolution layer and a fully connected layer for feature processing 
Convolution layer process the feature to generate the feature map by utilizing the activation 
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function. Feature Map is classified using the softmax layer in the fully connected layer. It is 
activated by ReLu based activation function.  
             The softmax layer classifies the feature map into a class using the KNN classifier. KNN 
classifier is a classifier employed to classify the polarity of the word. It uses Euclidean space 
and distance to process the word vector with polarity to type the Comment. The word vector 
with positive polarity is considered a regular comment, and the word vector with negative 
polarity is regarded as an abusive comment.   
3.6.1. Convolution layer  
                The convolution layer processes the word vector with polarity into the feature map 
on processing using the activation function along the kernel and stride functions. Feature 
mapping to the instance of the vector with polarity makes the classification task more 
manageable. Figure 1 represents the architecture of the proposed model using the detection and 
prevention units.  
Word vector = {v1, v2, v3...vn} 
Polarity of the vector = {Positive | Negative | 
Feature Map = {Positive Feature Vector as Node 1 and Negative Feature Vector as Node 2} 

 
Figure 1: Architecture Diagram of the Proposed model 

3.6.2. Fully Connected Layer  
            In this layer, the feature map generated in the convolution layer is aggregated and 
processed using the softmax layer. The softmax layer is activated using the ReLu activation 
function Softmax layer process the polarity-based sentiment word to classify it into a regular 
and unwanted comment. Polarity-based words from the feature map are classified using a 
support vector machine. It uses the hyper-plane to classify the feature vector.  
3.7. Long-Term Short Memory  
    Long-Term Short Memory stores the classified unwanted Comment in the hidden states of 
the model. It keeps the unwanted comment and further trains the model to identify the unwanted 
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Comment without using sentiment analysis. On detecting the unwanted word by the classifier, 
the Hidden layer of LTSM transforms the text to encoded form and serves in the user wall. 
Algorithm 1: Unwanted Comment Detection and Prevention    
Input: User Comment  
Output: Unwanted Information Classification   
Process:  
Normalize Data N = CSV(User Comment )  
    Preprocess() 
          Sw = Stop Word Removal (Transformed data) 
               St = Stemming (Sw) 
                       Rt = Remove (Emoji on St) 
                           Ht = Removal of Hash tag(Rt) 
             T = Tokenize(Rt) 
Resultant Data R= Tokenized Data T 
            Compute Term Frequency TF = Resultant Data  
            TF= frequency of term in the Comment  
 Vector Space Model  
              Feature Vector  FV = Transform(TF).  
BERT () 
    Sentiment polarity P = Sentiment base (FV) * Modifier Base (FV) 
   Classify CNN 
Convolution (kernel, Stride) 
     Feature Map FM = feature Vector  
   Fully Connected Layer (Feature Map) 
           Activation Function (FN) 
                   Softmax(SVM) 
                  Class = {Normal, Abusive} 
Prevention () 
if (Comment = Abusive)  
   Store the Comment in LTSM  
        Encode text = Hidden Layer (Comment) 
Display Hidden representation of the LTSM 
Else  
 Display Normal Comment  
 
4. Experimental results  
              The experiment of the proposed approach is carried out on the Facebook dataset [10], 
and the performance of the proposed method is evaluated using various performance measures 
such as precision, recall, and F-measure to evaluate the efficiency and accuracy against the 
conventional approaches.                      
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Figure 2: Performance evaluations of the Abusive Detection in Comment 

             The proposed approach generates high performance by incorporating Sentiment 
Analysis on the classifier with an encryption technique. Unwanted Comment detection 
accuracy is computed and depicted in Figure 2 and Table 2. 

Table 2: Performance Evaluation  
S.No Technique Precisio

n 
Recall Fmeasure 

1 SVM –Existing 80 78 79 

2 Deep Social Attention Network –
Proposed 

97 95 96 

 
                As the proposed approach possessed higher accuracy when compared with the 
existing system, we opted for the proposed approach to assigning labels for the Comment as 
unwanted and usual. On detection of unwanted content, it is hidden and displayed on the hidden 
state of the LTSM model. Figure 3 represents the output of the model.  
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 (a)                            (b) 

Figure 3: Output of the model (a) Comment Input (b) Comment Encrypted Form 
Conclusion  
                 We designed and implemented a Deep Social Attention Network-based learning 
model using Convolution Neural Network, BERT-based Sentiment Analysis, and a long-term 
short memory for data representation. The proposed model detects unwanted comments on the 
Facebook page posted by the user. A particular model incorporates the BERT model for 
Sentiment Analysis of content as it reduces the complexity of the data processing and enhances 
the detection accuracy of the Comment with the classification of the unwanted content. Further, 
it hides the unwanted Comment in the hidden state of the LTSM model instead of posting back 
on the user wall of Facebook. Experimental analysis is considered highly accurate compared 
to the state of art approaches. It is required to incorporate the constraints to reduce the 
overfitting issues is regarded as the future direction of the particular work.  
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