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ABSTRACT 
Today the term big data produces a lot of recognition. Agencies store huge Amounts of data 
and extract useful information from those databases to discover desired Patterns and 
interrelationships among them that human brains can't understand by human brains.The data 
volume range crosses our ability to process and generate from divergent Structured, 
Unstructured and semi structure resources. The main focus is on the framework of big data 
Hadoop , Map Reduce Environment and various tools related to big data which plays a very 
vital role to handle huge Data volume.Social networking sites like Facebook, Twitter produce 
large volumes of data which will be unmanageable within a few years. In order to manage these 
data sets, the proposed method uses various algorithms for processing this huge amount of data. 
Main Purpose of the Map Reduce programming model is processing and producing large 
datasets clusters that control a variety of real-world tasks. It has a main two function map and 
reduce and runtime system performs parallel processing across various machines and also 
handles all other networking jobs. Basically it focuses on the analysis of data, especially based 
on the user's needs. For this purpose Map Reduce performs the task of mapping, combining, 
partitioning, joining and reducing. It runs on large Data Sets on different machines which are 
highly quantifiable Programs. Many Map Reduce Programs are executed on Google’s Data 
sets every day from many years. 
Keywords: Big Data, Machine learning, Map Reduce, Virtualization,Algorithms of  Map 
Reduce , Map Reduce Framework. 
 
● 1.INTRODUCTION 
Due to the explosion of machine-generated data like data records, web-log files, and sensor 
data and from growing social networks Data volume is also growing exponentially [1]. 
According to the 2011 Digital Universe Study, 130 exabytes of data were created and stored in 
2005[3]. The amount grew to 1,227 exabytes in 2010 and is projected to grow at 45.2% to 
7,910 Exabytes in 2015[3].The growth of data will never stop and advancements in technology 
has given rise to an ecosystem of software and hardware products. Big Data technologies as a 
new generation of technologies and architectures designed to extract value from very large 
volumes of data. Big data increases the processing capacity of traditional database systems 
because data is too big, moves too fast, or is not handled by existing database 
architectures.Today datasets are within the range of terabytes but soon they could reach 
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petabytes or even Exabytes. The data has to be collected, stored and distributed at levels that 
would quickly overwhelm traditional management techniques. The velocity of data in terms of 
the frequency is also an attribute of big data. The data which  is coming from different 
organizations are at millisecond rates and very high in speed .Big data contains a variety of 
data such as text, sensor data, audio, and video, click streams, log files etc which is composed 
from social media, document management and various government resources. It is in both 
structured and unstructured forms. Data Veracity is defined by accuracy and reliability of the 
data. A data set may have very reliable data with low precision based on the various methods 
and tools. 

 
Fig 1 Bi\g Data Characteristics 

 
The data generated is usually categorized as structured, semi-structured and unstructured. 
1) Structured data: This type of data information includes organization databases, data 
warehouses and       
     enterprise solutions. Data is stored into a relational scheme, it responds to simple queries 
based on an                 
     organization’s parameters and requirements. 
2) Unstructured data: These data are raw data that has been extracted from applications on the 
Internet.  
    It has not been further processed to organize in meaningful formats. These formats cannot 
easily be  
    indexed into relational tables for querying for example images, audio and video files. 
3) Semi-structured data: This type of data is a combination of structured and unstructured data 
such as    
     social media data, location type data, and user-generated data. It has no fixed schema and 
contains   
     self-describing tags or other markers. For example weblogs and social media feeds. 
To structure the data Hadoop Map Reduce and collaborative filtering approach are used 
.MapReduce model are used to manage the user’s heavy data and for solving problems such as 
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who are the common friends/followers between you and another user on Facebook, Twitter or 
common connections in LinkedIn between two users. Some other factors like who reads your 
post on Facebook or Twitter can be quantified using the MapReduce programming model, it 
also compute who reads your profile etc. 
 
2. METHODOLOGY USED IN BIG DATA 
In order to extract value from extremely large volumes of multi-structured data from multiple 
different sources, companies need advanced big data applications that will enable them to 
quickly access and analyze that data. Some of the framework which is used to solve the problem 
in computation of big data is: 
a)Hadoop: Hadoop is a free, Java-based programming framework that supports the processing 
of large  sets of data in a distributed computing environment. It is a part of the Apache project 
sponsored by the  Apache Software Foundation. Hadoop provides scalable, cost effective, and 
flexible and fault tolerant  solutions and lowers the risk of an entire system failure. It is used 
by popular companies like Google, Yahoo, Amazon and IBM etc.It has two main sub projects 
Map Reduce and Hadoop Distributed File  System (HDFS). 
i) Map Reduce divides the data into individual chunks which are processed by Map jobs in 
parallel [1].  
  The outputs of the maps sorted by the framework are then input to the reduced tasks. 
Scheduling, Monitoring and re-executing failed tasks are taken care by the framework and 
input and the output of the job are both stored in a file-system. 
ii) Hadoop Distributed File System (HDFS) spans all the nodes in a Hadoop cluster for data 
storage [1].  
    It links together file systems on local nodes to make it into one large file system.Hadoop also 
refers to a collection of other software projects that uses the Map Reduce and HDFS 
framework. 
(b) HPPC: It is also known as the Data Analytics Supercomputer (DAS) developed by 
LexisNexis Risk Solutions.HPPC supports both batch and real-time data processing. (High 
Performance Computing Cluster) is a massive parallel-processing computing platform that 
Solves  Big  Data problems. 
(c) Storm: It uses the open source Eclipse Public License [10].It does real-time processing what 
Hadoop does for batch processing. 
(d) GridGain: It offers an alternative to Hadoop's Map-Reduce that is compatible with the 
Hadoop Distributed File System. It offers in-memory processing for fast analysis of real-time 
Data. 
(e) Spark: It is open source cluster computing system that focus to make data analytics Fast for    
      processing. 
(f) GraphLab: A machine learning toolkits fully redesigned for providing distributed 
API,HDFS  Integration and a wide range of new tools 
(g) Dryad: It is investigating programming models for writing parallel and distributed programs 
To scale  from a small cluster to a large data-center. 
(h) Apache Flink – This is also an open source distributed data processing platform. Join, 
map,Group are used for Distributed programs. 
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(i) Storm: It is a free and open source distributed real-time computation system and Easy to 
process unbounded streams of data, doing real-time processing for batch Processing. 
(j) Disco: It is a lightweight, open-source framework for distributed computing based on the 
Map  Reduce methodology. 
(k) Phoenix -It is a shared-memory implementation of Google's Map Reduce model for data-
Intensive processing tasks. 
(l) Plasma: It is a distributed file system for large files, implemented in user space and runs the 
Famous algorithm scheme for mapping and rearranging large files. 
 
3.MACHINE LEARNING TOOLS FOR BIG DATA 
Machine learning is a method of data analysis using algorithms iteratively. The iterative aspect 
of machine learning is important because they learn from previous computations to produce 
reliable, repeatable decisions and results .Machine learning algorithms including Fraud 
detection, Web search results, Email spam filtering, Pattern and image recognition, Network 
intrusion detection, Prediction of equipment failures etc. 
       Virtualization technology has become fundamental in modern computing environments 
such as cloud computing [14][13][10].It allows us to achieve a high utilization of the available 
hardware resources, security, reliability, scalability(e.g., [15][16][19]).The virtualization 
infrastructure provided by Virtual Box[20].Virtual Box is an open-source multi-platform. 
Virtual Box is designed in levels and provides SDK.Lower level is the hypervisor known as 
heart of the virtualization engine. Above the hypervisor there are modules that provide 
additional functionality for example Remote Desktop Protocol. The API level is implemented 
above these functional blocks.VirtualBox comes with a web service that, once running, acts as 
HTTP server, accepts SOAP connections [18][2] and processes them. It is possible to write 
client programs in any programming language such as Java, C++, NET PHP, Python, and Perl. 
Most widely adopted machine learning methods are supervised learning which is mostly used 
and unsupervised learning only 10 to 20 percent. Semi-supervised and reinforcement learning 
are two other technologies that are sometimes used [21]. 
Supervised learning receives a set of inputs along with the corresponding correct outputs, and 
the algorithm learns by comparing its actual output with correct outputs to find errors and then 
modifies the model accordingly using methods like regression, prediction and gradient 
boosting. 
Unsupervised learning is used against data that has no historical labels and works well on 
transactional data. It explores the data and finds some structure within.Methodes includes self-
organizing maps, nearest-neighbor mapping, and k-means clustering. 
Semi-supervised learning uses both labeled and unlabeled data. Methods used are 
classification, regression and prediction same as supervised learning. Early examples of this 
include identifying a person's face on a webcam [2]. 
Reinforcement learning is often used for robotics, gaming because it is discovered through trial 
and error. This type of learning has three primary components: the learner or decision maker, 
the environment and actions [2] [21]. 
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Fig 2 Methods of Machine Learning 

Machine learning is used to reproduce known patterns and knowledge, automatically apply that 
to other data, and then automatically apply those results to decision making and actions. [2] 
Some Algorithms of machine learning are [21]: 
● Neural networks. 
● Decision trees. 
● Associations and sequence discovery. 
● Random forests. 
● Support vector machines. 
● Nearest-neighbor mapping. 
● K-means clustering. 
● Self-organizing maps. 
● Bayesian networks. 
● Kernel density estimation 
● Singular value decomposition. 
● Gaussian mixture models. 
● Sequential covering rule building. 
4. MAP REDUCE PROPOSED SYSTEM 
MapReduce Framework is a Technique to process data parallel by the distribution of data. The 
huge volume data divided into chunks has to be checked for interdependencies to avoid critical 
problems while aggregation of these resulting sets to get the required structured data. The data 
have to be clustered based on their deadline scheduled for processing, priorities and data 
dependencies. If processing of one data requires the output of other data as its input, then it can 
be combined together to form a cluster. The clusters can also be formed on the basis of priority 
and processing of the data clusters. MapReduce technique is mainly used for parallel 
processing of data sets across various clusters known as filtering, performed by the map 
function and generating computation results by aggregation and known as reduce function. To 
Process the heterogeneous data map Join Reduce technique is used. In case of a single node 
failure incomplete reduce tasks will be re-executed instead of the entire map and reduce tasks. 
Google released a paper on MapReduce technology in December, 2004. This became the root 
of the Hadoop Processing Model. So, MapReduce is a programming model that allows us to 
perform parallel and distributed processing on huge data sets. 
○ MapReduce works by breaking the process into two phases: 
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○ 1. Map phase: The first is the map job that takes the set of data and converts it into a 
further set of data,  
○     where particular elements are broken down into tuples (key/value pairs). 
○ 2. Reduce phase: Second the reduce job takes the output from a map as input and 
combines those data  
○     tuples into a smaller set of tuples. As the sequence of MapReduce, the reduce job is 
always performed    
○    after the map job. Further we can say it contains three tasks such as Mapper, Combiner 
and Partitioner.    
○    Mapper involves the mapping of data, combiner combines the mapped data and 
partitions splits the  
○    data into small clusters. On large data sets Map Reduce allows us to perform 
distributed and parallel  
○    processing in a distributed environment. 
 

  
Fig. 3 Flow of Map Reduce Process 
Let us consider an example to understand how a MapReduce works are as follows: 
Disk, Buffer, Rom, Computer, Computer, Rom, Disk, Computer and Buffer This is a word 
count example on the new.txt using MapReduce. So, the work will be focused on finding the 
different words and counting the occurrences of those different words. 
● Take input in three splits which will distribute the work among all the map nodes. 
● Then assign the value (1) for each mapper word. The logic behind giving a fixed value 
equal to 1 is that every word will occur once. 
● In the next step key-value pair will be generated where the key is nothing but the 
individual words and value is one. For example in the first line (Disk Buffer River) three key-
value pairs – Disk, 1; Buffer, 1; Rom, 1. 
● In the partition process after sorting, shuffling performed and all the rows with the same 
key are sent to the corresponding reducer which will have a unique key and a list of values 
similar to that  
           every key like Buffer, [1,1]; Computer, [1,1,1].., etc. 
● Reducer counts the values present in that list of values and counts the number of ones 
in the list, in the last all the output key/value pairs collected and written in the output file. 
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Fig. 4  Execution Overview of MapReduce 

 
5  ALGORITHMS OF MAP REDUCE 
○ Basic methodology used by MapReduce is Mapping and Reducing which is derived 
from Mapper Class and Reducer Class has their own work like mapper gives input, adds hard 
count, map and sorting and gives input to Reducer class and it performs matching pairs and 
reduces them. Some of the terms used in this process are Job Tracker which schedules all the 
jobs and follows the jobs given using Task Tracker which actually tracks the jobs and gives the 
report to the Job Tracker. The Main Job of Master Node is Job Tracking. It accepts job requests 
from different clients. On the other hand mapping and reducing programs are run on Slave 
Node. 
Filtering Algorithms Mapping Phase uses the filtering phenomenon in which finding files or 
data items with particular characteristics. It also searches patterns in web logs or files. 
Sorting Algorithms Keys automatically sorted Mapper output and forward to Reducer which 
plays a very important role in sorting and analyzing data. Sorting techniques are applied in the 
mapper class itself. 
Searching Algorithms Searching data items is a special terminology which acts an important 
role in MapReduce.Most of the time combiner phase and Reducer phase performs searching. 
Aggregation Algorithms Reducer plays a very important role in this phase,Mapper has its own 
individuality. Reducer performs Computational tasks like minimum, maximum, sum, average, 
counts the number of Tweets per day etc. 
Indexing Algorithms Indexing plays a very crucial role, for example Search engines like 
Google and Bing use inverted indexing techniques as in the similar way map reduce works 
according to the same concept. Indexing is used to point to a particular set of data items and its 
locations. Batch indexing is also used by Mapper on the input files. 
Joining Algorithms In Map Reduce Joining of two large dataset needs lots of code 
implementation by comparing the size of each dataset. The main focus is on smaller dataset 
and distributed it to every data node in the cluster. Further according to requirement either 
Mapper or Reducer side uses this smaller dataset to produce output records. Join key plays a 
very important role in this process. 
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TF-IDF Algorithms 
 Full Form of TF is Term Frequency and IDM is Inverse Document Frequency which is a text 
processing algorithm. Frequency describes the number of times a term appears in a document 
and calculated using total number of words counted  in a file dividing by total number of words 
in that file.TF-IDF is also known as web analysis algorithm.IDM is calculated by the number 
of files in the database divided by the number of files where a specific term appears. 
Link analysis algorithm This algorithm allocates weights to each vertex in a graph by 
calculating the weight of each vertex depending on the weight of its nearest neighbors. 
Page Rank Algorithm Page Rank can be described as a join followed by an update with two 
aggregations which are repeated until stopping conditions occur. It is a part of relational 
algebra. 
K-Means Clustering Algorithm This methodology is used to categorize semi structured or 
unstructured data sets. This is the most efficient technique that deals with huge amounts of data 
with simplicity.Basically It works with the number of clusters and the distance between each 
data item is calculated with each of the centroids of the respective cluster. Least distance data 
item is given to the cluster and distance recalculated which is known as Euclidean Distance 
used for comparison of points. 
 
○ 6. Conclusion 
During the last decade Big-data computing is the biggest innovation in the technical world. In 
every field we have to deal with a huge volume of data and need to process and organize it. 
Data. Also discussed machine learning concept and its algorithms for computation of big data. 
Virtualized environments which decline the application workloads and provide great 
functionality are also discussed in this paper. But big data is bound to lead to some challenges, 
there needs to be  further improvement in the applications and technologies used to handle big 
data.So the performance and workload can be enhanced and issues related to big data 
improvised and provide opportunity for greater success.This paper explains, the unstructured 
data is structured and processed by using Map Reduce framework  automatically arranged 
according user’s requirements which is done through splitting, mapping, shuffling and 
reducing.MapReduce is the most efficient technique for processing and analysis of large 
volume of data sets.  MapReduce programming Technique has been successfully used at 
Google for many different purposes due to its easy use. Even having less experience 
programmers works with parallel and distributed systems, because it hides the details of fault 
tolerance, load balancing and locality optimization.MapReduce computations are used to 
processed large variety of problems and performs filtering,sorting,data mining, and machine 
learning for the generation of data for Google's production web search service. 
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