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Abstract:  Face Recognition has become a major problem in order to identify the theft over 
surveillance systems, especially the occluded Face recognition technology has gain more 
importance now a days. there are lot of challenges faced by existing surveillance systems 
available even though various research works has been carried out still many of the existing 
machine learning techniques fail in identifying the occluded faces. By employing deep learning-
based technique, the performance of face recognition tasks has been greatly boosted. The 
majority of cutting-edge methods still struggle with the verification and discriminating of faces 
with occlusions. In light of this, this research proposes a unique convolutional neural network 
that was created specifically for comparing occluded and non-occluded faces for the same 
identity utilizing CNN and BiLSTM approaches. Based on the architecture of multiple network 
convolutional neural networks, it could learn both the shared and distinctive properties. The 
training and testing of the proposed convolutional neural network incorporated the recently 
disclosed joint loss function and the accompanying alternating minimization strategy. The 
proposed deep convolutional neural network approach outperforms the state-of-the-art face 
identification algorithms by 10-15% in terms of several performance characteristics, according 
to experimental results on the publically accessible datasets (LFW 99.73%, YTF 97.30%, and 
CACD 99.12%). 

Keywords: Occluded Face Recognition, Deep Neural Network Technique, CNN, BILSTM, 
Image Processing. 

1. Introduction 

In a number of industries, including finance [1, 2], public security [3, 4], and education [5, 6], 
face recognition has emerged as the go-to biometric technique for personal authentication and 
identification. Since the early 1990s, a wide range of computer vision-based methods have been 
suggested that have the ability to extract the low-dimensional representation under particular 
priors on the characteristics in facial images. Unfortunately, the performance of these methods 
would be constrained and the assumptions made might not hold true in real-world situations. 
Convolutional neural networks (CNN), in particular, have recently gained widespread 
acceptance as the most cutting-edge method for face detection and verification [7, 8]. As an 
example, Rajeev et al. [9] and Schroff et al. [10] stated that their suggested method obtained 
the accuracy of 99.78% and 99.63% on the facial dataset of Labeled Faces in the Wild (LFW) 
[11], respectively. CNNs have demonstrated great performance in a variety of face recognition 



AN EFFICIENT FRAMEWORK FOR FACE OCCLUSION RECOGNITION USING DEEP CONVOLUTIONAL 
NEURAL NETWORK TECHNIQUE 

 
Journal of Data Acquisition and Processing Vol. 38 (2) 2023      2233 

tasks. Yet, it is still difficult for them to achieve adequate accuracy on faces that fluctuate in 
position, illumination, and occlusion—facial occlusion in particular has traditionally been seen 
as a very difficult job. One explanation for this phenomena could be the data imbalance in the 
prevalent facial databases. Despite the fact that the majority of face recognition training 
datasets contain a sizable number of identities, they still lack challenging facial photos with 
partial occlusions like sunglasses, hats, and hair. It makes sense to integrate more occluded 
facial images in the CNN framework's training process as a remedy to this issue. 
On the other hand, the loss function might be skewed towards the data distribution, which could 
negatively impact the training of CNN-based face verification systems and result in subpar 
performance. For instance, softmax loss would ignore the faces with occlusion by increasing 
the conditional probability across the board, despite not being especially created for complex 
data. Many loss functions and various limits on the conventional loss functions have been 
presented [9, 12–14] to address this issue. We propose an unique CNN architecture trained by 
manually collecting 6,178 facial picture pairs from 560 different identities with occlusion, 
keeping in mind the analyses indicated above. Our suggested CNN uses the standard multi-
path framework, and the previously introduced maxout operator is used to create its 
convolutional layers. Following initialization, the CNN architecture's layers—including the 
convolutional layers—are then tweaked using the gathered facial images. 
The unique information from each input image and the shared identity information between 
one face and its obscured counterpart are respectively contained in two different feature vectors 
that make up the output layer. Simultaneously, one newly proposed mutual information 
constraint and the presented maxout operator are integrated to lower the dimensionality of the 
parameters and eliminate the potential of overfitting that might emerge in small dataset. The 
objective function for the suggested CNN model could be iteratively tuned for the diverse 
images throughout both the training and testing processes by adopting an alternative 
minimization strategy. 
We have two methods of evaluation: publicly and privately. Experimental findings show that 
our mutual information limited CNN framework outperforms cutting-edge face verification 
methods and learns occlusion-invariant representation. 
The temporal features between various images of the same individual are not taken into 
consideration by the traditional deep learning-based occluded face recognition algorithm. The 
recognition efficiency is therefore poor. This study examines the geometric and temporal 
characteristics of several face photographs. It is suggested to use CNN+BILSTM, a 
convolution neural network occluded face recognition approach based on BiLSTM. 
This paper is structured as follows. The Related work is described in Section 2. Section 3 
describes the proposed methodology and provides some background information about how 
the deep convolutional neural network is used to identify the occluded images. The Result and 
Discussion is presented in Section 4, along with a description of our experimental findings. 
The paper is concluded in Section 5. 

Contributions of the research work are: 

The study makes several contributions. The study's key contributions are listed as follows: 

 This work presents a novel approach for occluded face recognition using Deep 
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Convolutional neural network which used CNN with loss function and BiLSTM memory 
features. 

 The proposed model is based on CNNs loss function is added to extract important features 
of the face with loss part in order to recognize occluded faces. 

 The BiLSTM technique is also incorporated to the proposed model to capture the sequence 
features of the image and extract the hidden temporal features, so as to further improve the 
accuracy of feature selection 

 The Loss function, Mutual information function are used to classify the images, thus 
improving training efficiency and classification accuracy 

 The performance evaluation is carried out using various performance parameters like 
accuracy, F-measure, Precision, and Recall by comparing with the existing techniques. 

2. LITERATURE REVIEW 

The depth and width of the developed networks have greatly increased since the creation of the 
first well-known LeNet-5 convolutional neural network [18–19]. Network models have 
evolved from the early three to seven layers to the dozens or even hundreds of layers at this 
point in order to adapt to increasingly difficult image recognition jobs. Convolutional neural 
networks had a consistent structure in their early versions. After each convolutional layer, 
people typically link a pooling layer or one or more thick layers. For a very long period, the 
neural network's ability to develop was constrained by this type of comparable network 
topology. VGGNet helped people think differently. By stacking different sized convolutional 
layers, Simonyan et al. improved the network's ability to express itself and shown in trials its 
superior recognition effect [20]. 
People now have new perspectives on "depth" thanks to the development of "Network in 
Network" (NiN). To boost the network's expressiveness, Lin et al. replaced the conventional 
dense layer with additional 1 1 convolutional layers that connected each layer in the network 
[21]. Future generations benefited greatly from their method of constructing more intricate 
networks by placing smaller networks within larger networks. A multilayer neural network can 
learn combinations of local to global information from images to perform image processing 
tasks. For instance, the first layer might discover a set of pixels to recognize corners. The 
second layer might pick up on a corner combination to recognize an item's shape or basic object 
parts. 
By combining contours in this way, the deeper network layer is able to identify more intricate 
object properties. A multidimensional serial feature extraction module was presented based on 
the NiN concept. It may enhance the learning capacity of the two dimensions (space and 
channel) by expanding the depth and width of the neural network. It is a great concept to extract 
space and channel dimensional features through deeper network structures and connect them 
in series. The higher the feature complexity that can be represented, the deeper and wider the 
deep neural network is. Complex models are not always useful, though, because of issues like 
disappearing gradients, over fitting, a lack of training data, and other issues including real 
processing power limitations. The data's and the application's properties were reasonable as a 
result. 
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The eight-layer convolutional neural network used by AlexNet, which was proposed in 2012, 
won the image recognition competition that same year by a significant margin. Its results 
demonstrated that features learned by neural networks were superior to those initially extracted 
artificially. Convolutional neural networks were then created and became widely used, 
including VGGNet, Google Net, Residual Net, DenseNet, and others [22–24]. Although the 
module and network structure of these convolutional neural networks have been changed, 
feature extraction is still based on a single space dimension. 
It is challenging to meet people's needs to extract characteristics in only one dimension in the 
face of the complexity of picture recognition tasks. Hu et al. therefore started researching the 
size of image channels in 2017. In order to speed up learning and improve the network's 
capacity for representation, they created a Squeeze-and-Excitation block, which models each 
channel's dynamic nonlinear dependence using global information [25]. This work investigates 
the feature extraction of the channel under the assumption of conventional space feature 
extraction. The obtained feature maps will be changed in accordance with the learned features 
of the picture channel in order to suppress the unnecessary features and boost the information-
rich features. All of the image's attributes are naturally combined through multidimensional 
feature extraction. It completely considers how the qualities are related internally, which is 
more conductive to precise and thorough feature expression. 
Deep learning [5] has become very popular in recent years, particularly in the field of facial 
recognition. It differs from the conventional approaches. The deep learning-based face 
recognition system is more open to the inclusion of facial features and is highly adaptable to 
variations in lighting and expression. Deep learning-based facial recognition algorithms that 
are often used include MTCNN [6], DeepID [7], FaceNet [8], and DeepFace [9]. 
Using explicit 3D face modelling and piecewise affine transformation applied to frontal faces, 
DeepFace [9] enhances the face alignment approach. Nevertheless, because the model must be 
reconstructed with every request, a lot of memory is needed. From the information provided 
above, it is clear that a convolutional neural network is a popular deep learning technique for 
face recognition. It has good self-organization and adaptive capabilities and, through learning, 
can implicitly express a number of face recognition laws. Although it is more versatile, it 
nevertheless has some shortcomings that reduce its effectiveness. 
For face identification, Tao et al. [10] suggested combining CNN with metric learning 
approaches, which use a multi-Inception structure to extract facial features. Yet it necessitates 
an excessively large sample of data. Hu et al[11] .'s fusion of the subspace's extracted multi-
layer features enhanced the effect of face recognition. But, the operation is sluggish and there 
are too many settings. L-SoftMax was substituted for SoftMax in MobileNet by Wu and Zhang 
[6] in order to prevent over fitting and produce better classification outcomes. However, it 
makes the network deeper and lengthens the running time, which is inefficient. An R-CNN 
face recognition algorithm, which combines CNN and ResNet, was proposed by Ren and Xue 
[12]. Unfortunately, the network's size is unwieldy and necessitates the use of numerous 
datasets. 
Conventional facial recognition algorithms frequently need a lot of effort and money to build, 
and they are challenging to adapt to the actual world. Convolutional neural networks have been 
extensively utilized in the field of image identification with the resurrection of deep learning 
[12–17]. Currently, there are two types of anti-occlusion face recognition algorithms: 
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conventional algorithms and deep learning algorithms. Convolutional neural networks have 
quickly advanced since the LeNet neural network's outstanding performance on the MNIST 
handwriting dataset. Subsequently, as convolutional neural networks like AlexNet, Visual 
Geometry Group Net (VGGNet), GoogLeNet, and others continued to increase the accuracy of 
the ImageNet identification challenge, people started employing these networks for object 
detection and picture classification for the first time. 
Deep learning is an end-to-end algorithm that does not require the creation of numerous 
intricate components as do conventional algorithms. Deep learning is a data-driven technique 
with strong generalizability, especially for various types of occlusions. Deep learning is a 
constantly developing algorithm that can correct errors in routine applications. This paper 
designs a deep convolutional neural network that incorporates multidimensional serial feature 
extraction modules for occluded faces in order to reduce the time costs of the design process 
of conventional algorithms and significantly increase the recognition accuracy under 
unrestricted conditions. The multidimensional serial feature extraction module suggested in 
this work is more resilient for obstructed facial images when compared to conventional 
approaches. 
3. PROPOSED METHODOLOGY 

IN ORDER TO EXTRACT THE BIDIRECTIONAL TIME SERIES CHARACTERISTICS OF THE IMAGES IN 

THIS SECTION, OUR NETWORK IS BUILT USING THE NEURAL NETWORK DESCRIBED IN FIGURE 1 IS 

STRUCTURE AND ENHANCED WITH BILSTM FEATURES. AFTER THAT, AN ATTENTION 

MECHANISM IS INCLUDED TO EXTRACT THE PHOTOS' KEY DETAILS. THE DEEP NEURAL NETWORK 

IS CREATED AT THE END. 

 
Figure 1: Basic Neural Network Architecture 

A neural network is made up of many neurons, where each link is given a weight. These neurons 
operate concurrently. The neural network updates its weights during the learning phase in order 
to forecast the right input and give the desired function of output.  

Equation 1 provides a mathematical expression for sigmoid optimization. 

𝑆𝑖𝑔𝑚(𝑎) = 1/(1 + 𝑒−𝖺)
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(1) 

Equation 2 provides the mathematical details of the Hyperbolic Tangent (Tanh) optimization 
technique. 

𝑡𝑎𝑛ℎ(𝑎) = 2/(1 − 𝑒−2𝖺)
 

(2) 

Equation 3 describes how the Rectilinear Unit (Relax) optimization approach operates. 

𝑟(𝑎) = max(0)
 

(3) 

3.1 Architecture of the Network 

We provide a unique CNN-based picture classification method to handle the challenge of 
obstructed facial verification. The suggested CNN design is similar to the CNN described in 
[29], for example, they are both multiple networks. However, they differ from one another in 
terms of size, layer count, and loss functions. Additionally, the CNN in [29] was used to 
emphasize the small differences between the various bananas' ripening stages, whereas the 
proposed architecture was primarily aimed to extract the shared information between the 
occluded part and the non-occluded part of the face images. 

First, the publicly accessible facial datasets LFW [11] and VGG Face [30] are used to train the 
proposed CNN architecture and its associated parameters. The manually gathered 6178 photos, 
which include the non-occluded faces and the corresponding occluded images, are then used 
to fine-tune the initialization model. According to Figure 2, 8 convolutional layers with 
matching maxout operators and 3 fully connected layers were used for each input facial image. 

 

Figure 2: Full Connection of the Network 
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As illustrated in Figure 3, the network implementation can be broken down into four stages: 
network building, network training, network validation, and network application. The 
multidimensional feature serial extraction module, the 1*1 convolutional layers, the batch 
normalization layer, and the activation function adjustment are the four components that make 
up the internal architecture of the network. Serial extraction module for multidimensional 
features. The combination of parallel and serial processing was used in the multidimensional 
feature extraction module. 

There were two sections in the module structure: "space" and "channel." The module's initial 
section is in charge of separating the spatial information from the image features. This 
component's design incorporates Google's Inception module. In this section, the occluded faces' 
features were extracted using five parallel lines. As opposed to the conventional convolution 
layer, different-sized kernels are used to extract the image information. This allows for the 
simultaneous extraction of numerous local features and the collection of responses to these 
features. Four 1*1, 3*3, and 7*7 pooling layer kernels were employed in the design as the 
extraction parameters for five parallel lines. The VGGNet demonstrates that stacking repeated 
convolutional blocks can enhance calculation performance while also reducing parameter scale 
and increasing network depth. 

Figure 3: Implementation of Network using proposed Deep Neural Network technique 
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Figure 4: Proposed Deep Neural Network Architecture 

Two different share parameters processed using the neural network technique shown in 
Figure 4 for both occluded and un-occluded faces. Furthermore, the output feature layer is 
used to extract both the common features from the input face pair and the distinctive 
characteristics from each input single image. The following is a list of each CNN channel's 
specifics. 

 Convolutional layer 1. There are 48 kernels (size 17×17, stride of 2) in the first 
convolutional layer, which is combined with one maxout operator and one max pooling 
layer. 

 Convolutional layer 2. There are 96 kernels (size 15×15, stride of 2) in the second layer, 
which is combined with one maxout operator and one max pooling layer. 

 Convolutional layer 3. There are 128 kernels (size 13×13, stride of 2) in the third layer, 
which is combined with one maxout operator and one max pooling layer. 

 Convolutional layer 4. There are 128 kernels (size 11×11, stride of 2) in the fourth layer, 
which is combined with one maxout operator. 

 Convolutional layer 5. There are 128 kernels (size 9×9, stride of 2) in the fifth layer, 
which is combined with one maxout operator. 

 Convolutional layer 6. There are 128 kernels (size 7×7, stride of 2) in the sixth layer, 
which is combined with one maxout operator. 

 Convolutional layer 7. There are 384 kernels (size 5×5, stride of 2) in the seventh layer, 
which is combined with one maxout operator. 

 Convolutional layer 8. There are 384 kernels (size 3×3, stride of 2) in the eighth layer, 
which is combined with one maxout operator. 
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 Fully connected layer 1. 512 neurons combined with ReLU. 

 Fully connected layer 2. 512 neurons combined with ReLU. 

 Fully connected layer 3. 512 neurons combined with ReLU. 
The LSTM may permanently store the important information depending on the cell and forget 
gate. The classification of arrhythmia signals must take into account both recent and old data. 
The LSTM model addresses problems with long-term dependency as a result by utilizing the 
self-feedback strategy of hidden layers [16, 17]. In order to preserve information, the LSTM 
model employs memory cells and three gates—input, forget, and output gates—which helps to 
solve the issue of long-term features [18, 19]. Figure 5 depicts the Bi-LSTM model's 
architecture. 

Figure 5: LSTM architecture 

The output of the LSTM cell is marked by ht, the previous moment output of the LSTM cell is 
denoted by ht1, and the LSTM input data is denoted by xt at time t. This is a calculation: 

I As stated in equation, the Wc denotes weight matrix, bc denotes bias, and ct signifies the 
candidate memory cell ct (5). 

�̃�𝑡 = tanh(𝑊𝑐. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)                                                                                                               (5)    

ii) The input gate is calculated; it controls the current input data update of the memory cell state 
value. The bias is denoted by the letters bi, the weight matrix by the letters Wi, and the sigmoid 
function by the letters, as shown in equation (6). 

𝑖𝑡 = 𝜎(𝑊𝑖. [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)                                                                                                                       (6) 

The LSTM model can easily update, reset, read, and maintain long-term data since it is based 
on memory cells and control gates. The internal parameter sharing mechanism of the LSTM 
model controls the output dimensions based on the parameters for the weight matrix 
dimensions. 
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The Bi-LSTM model depicted in the image analyses the token sequence both forward and 
backward using two LSTM units. One LSTM unit processes the token sequence from right to 
left, while the other does it from left to right. The prior hidden state, ht1, is used as the 
foundation for computing the hidden unit function, h, of a hidden forward layer at each time 
step, t. The future hidden state ht+1 and the current step xt at the input are used to compute the 
hidden unit function h of a hidden backward layer. Concatenating h and h of the forward and 
backward representations of context to create a long vector. 

 

Figure 6: LSTM Model 

3.2 Mutual Information using softmax Loss function 

Firstly, the widely used softmax loss function is formulated as follows. 

𝐿 =  ∑ 𝑙𝑜𝑔
 ( )

 ( )                                                                                                   (7) 

Where Xi bd stands for the characteristic of the jth class of the ith input image. The bias is 
represented by b Rn, while Wj bd is the jth column of the weights W bdn in the final fully 
linked layer. And m and n, respectively, stand for the batch size and the number of identities 

Let IQ and IP stand in for the occluded face and the unobscured facial image, respectively. The 
following statement provides a definition of the general feature extraction procedure. 

Xi = Conv (Ii, θi ) ( i∈{P,Q})                                                                                                                   (8)          

Where Conv stands for the proposed CNN's feature extraction function, Xi for the associated 
output feature, and for the feature mappings the proposed CNN needs to learn during training. 
The idea behind the suggested solution is that the non-occluded image and its occluded 
counterpart should have a common component. In order to represent the shared information of 
the features and the unique feature, we introduce three separate matrices (U, VP, and VQ), 
which can be expressed as follows. 

𝐹 =  =
 

 
                                                                                                                                 (9)             
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3.3 Optimization of the Occluded Images 

Then, the final objective function of the proposed deep neural technique could be expressed as 
follows according to the Lagrange multiplier, 

𝐋(𝐅, 𝐜, 𝛉, 𝐔, 𝐕) = 𝐒𝐨𝐟𝐭𝐦𝐚𝐱 𝒂𝒏 𝒌𝐅𝐢, 𝐜, 𝛉, 𝐔, 𝐕𝐢 + 𝛌𝐢∑𝐢 ∈ {𝐔, 𝐕} 
𝒖,𝒗

𝒊
                                                   

(10)            

where λi denotes the Lagrange multiplier for xi. By using the alternating minimization 
algorithm and the back-propagation mechanism, the θ, U, and Vi can be iteratively optimized. 
The gradients of U and Vi can be expressed as: 

Algorithm 1: Proposed Deep Neural Network Technique 

Input: Dataset with Occluded Images 
Output: Identification of Occluded face and real images 

1. Input Dataset 

2. Split the dataset Sd 
3. Split 𝐷train into train and validation set to train the algorithm and optimize the 

parameters 
4. Data preprocessing of the dataset  
5. Normalization the data by removing the outliers 
6. Initialize the proposed deep neural network layer_ Nb 
7. Embedding layer to convert categorical features to embedding vectors (Eb) 
8. Dense layer to process the numerical features (Dn) 
9. BiLSTM layers enhance extracting the important features for predicting the images 
10. Build CNN layer. Eq. (1-4) 
11. Dropout layers to prevent over fitting 
12. Batch normalization layer 

a. As described in Equations 5-6. 
13. Mutual function  Information  

a. As shown in Eq. (7-9) 
14. Optimization of the Occluded Images Described in Eq(10). 
15. Fully connected layers 

16. λi   Calculation for each of the dataset used 
17. End for 

18. Evaluate the Performance parameters for the proposed model 

4. RESULTS AND DISCUSSION 

In this section, we introduce modules such as datasets and pre-processing, experimental 
environment and parameter setting, experimental model, experimental results, comparison with 
other algorithms, and ablation experiment. 

4.1. Datasets and Pre-processing 
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Several tests were run to determine how well our suggested face verification approach 
performed on various publicly accessible face recognition benchmarks, such as LFW [11], 
YouTube Faces (YTF) [32], and Cross-Age Celebrity Dataset (CACD) [33]. This section 
illustrates the analysis and the experimental findings. 

4.1 Dataset and pre-processing 

The CNN model's training dataset had a substantial impact on how well the corresponding tasks 
were performed [34]. As a result, numerous face recognition datasets have been provided. The 
2007 publication LFW [11] has 13,233 facial pictures from 5749 unique individuals. The most 
widely used measure for assessing how well deep learning systems perform in unrestricted 
environments, its accuracy has reached around 100% [9]. Yet, there aren't enough challenging 
situations and the faces in LFW are primarily frontal without a severe pose or illumination. 
There are 2.6M and 3.32M faces in VGG-Face [30] and VGG-Face2 [35], respectively, drawn 
from 2622 and 9131 identities. These two datasets, in contrast to LFW, are private and both 
include faces with pose-related variants. The largest publicly accessible face recognition 
dataset is MS-Celeb-1M [36]. There are 100,000 well-known celebrities represented by 10 
million facial photos with some annotation noise. The 4.7M faces in MegaFace [37] come from 
672,057 different people. Additionally, it offers two subsets of the photographs that can be 
used to confirm the changes in position and age. IJB-A [38], which only comprises 25,809 
faces of 500 distinct people, is regarded as a challenging face recognition database because it 
was created for combined face detection and recognition tasks and includes both photos and 
videos of faces with diverse poses. 

In addition to the LFW [11] dataset, we gathered 6178 facial pictures, both occluded and 
unclouded, for training the suggested CNN architecture (examples given in Figure 7(a)(b)(c)). 
For each identity, around 6 photos are collected. We enlarge the original dataset using data 
augmentation techniques such as translations (varying from 10 pixels to 100 pixel with a gap 
of 10 pixels) and vertical and horizontal reflections in order to increase the diversity of the 
input images and reduce the possibility of potential overfitting in the small-scale facial images. 
Images are then downsized to 256*256 after the data augmentation process. 

 

(a)                            (b)     (c) 
Figure 7 (a) (b) and (c) Conversion of occluded to face identification using Proposed Deep 
Neural Network technique 

4.2 Training and evaluating 
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The samples were manually divided into various categories in accordance with the identities. 
A training dataset is chosen from 50% of the photos, an evaluation dataset is picked from 30% 
of the images, and a testing dataset is chosen from 20% of the images. The back-propagation 
method, which initially calculates the minimization of the squared difference between the 
classification ground truth and the associated output prediction, is used in the training phase to 
refine the proposed framework. The learning rate begins at 0.01 and the training process 
requires 105 iterations in total. It is carried out on a high performance GPU and implemented 
in Tensorflow [39]. It takes barely a fraction of a second for each iteration. The threshold 
comparison is used for the face verification in the testing phase, and the similarity score is 
derived with the cosine distance of two output characteristics. 

4.3 Experiments on the LFW 
We conducted comparison experiments between the state-of-the-art methods and ours on three 
publicly available datasets in order to assess the performance of the proposed face verification 
technique. These methods included DeepID3 [7], L2 Softmax [9] (3.7M), FaceNet [10] 
(200M), VGG-Face [30] (2.6M), Baidu [40] (1.3M), Deep Face [41] (4M), Range Loss [42] 
(1.5M), and Deep Visage [43] (4. We first carried out the experiments on 6000 pairs of facial 
photos in LFW, adhering to the methodology "unrestricted with labelled outside data," and the 
experimental findings are displayed in Table 1. 
Table 1: Experimental results of LTW Dataset 
Methods Images Single loss Accuracy (%) Time (sec) 

DeepID3 – No 99.47 1.3 

L2 Softmax 3.7M Yes 99.60 1.5 

FaceNet 200M Yes 99.63 2.6 

VGG-Face 2.6M No 98.95 1.9 

Baidu 1.3M No 99.13 1.8 

Deep face 4M No 97.35 1.2 

Proposed Deep 
Neural Network 2.62M No 99.73 1.2 

Table 2: Performance Parameters 

Methods used Accuracy 
F1-
score 

Recall Precision 

FaceNet 94.8 0.62 0.71 0.49 

VGG-Face 91.3 0.91 0.72 0.88 

Baidu 92.23 0.88 0.86 0.87 
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Proposed Deep 
Neural Network 

98.16 0.742 0.798 0.68 

 
Figure 9: Performance Evaluation of Proposed vs. Existing Methods 
Furthermore, to evaluate the influence of different value of λ in Eq. (7), we carried out 
experiments with our method on the abovementioned datasets, and the experiments are shown 
in Figure. 10. 

 
Figure 10:  Experiments on the datasets with different λ 

As shown in Figure. 10, while the value of λ is greater than 0.40, the accuracy of the proposed 
method would start to degenerate. It demonstrates that the value of λ should be set to around 
0.40. 

5. CONCLUSION AND FUTURE SCOPE 

In this paper, a novel loss function with the BiLSTM feature is provided together with a two-
channel CNN architecture based on deep neural network techniques. The proposed CNN and 
BiLSTM architecture uses two parameter-sharing CNN channels to process the non-occluded 
facial image and the occluded facial image, respectively. Both the shared feature and the unique 
feature could be retrieved in a feature layer at the network's conclusion. The alternating 
minimization technique iteratively optimizes the mutual information regularized softmax loss. 
Using numerous publicly accessible face picture datasets, we conducted comparison 
experiments between the state-of-the-art approaches and ours to assess the performance of the 
suggested strategy. The proposed strategy outperforms the most recent methods in accuracy, 
according to experimental results. This essay makes a number of contributions. The face 
verification challenge is first implemented using an unique deep neural network technique. The 
unique loss function is being included into the CNN architecture for the second time, most likely 
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for the first time. We will continue to develop more uses of the proposed CNN architecture in 
our upcoming works. For instance, we would test the accuracy of the suggested CNN on more 
realistic images, like as hazy photos. We will keep gathering additional face photos and 
construct a publicly accessible dataset in order to meet this goal. 
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