
 

Journal of Data Acquisition and Processing Vol. 38 (2) 2023      3776 
 

ISSN: 1004-9037 
https://sjcjycl.cn/ 

DOI: 10.5281/zenodo.777311 
 

HUMAN ACTIVITY RECOGNITION USING MACHINE LEARNING 
 

Yusra Beg1, Gouri Sankar Mishra2, Sonia Setia3, Pradeep Kumar Mishra4, Parma 
Nand5, Tarun Maini6 

1,2,3,5,6 Department of Computer Science & Engineering, Sharda School of Engineering & 
Technology, 

Sharda University, Greater Noida, UP, India. 
4Department of Computer Science & Application, Sharda School of Engineering & 

Technology, 
Sharda University, Greater Noida, UP, India 

1Yusra19.beg@gmail.com, 2gourisankar.mishra@sharda.ac.in, 3sonia.setia@sharda.ac.in  
4pradeepkumar.mishra@sharda.ac.in, 5parma.nand@sharda.ac.in, 6tarun.maini@sharda.ac.in 

 
Abstract 
Perceiving human actions is viewed as exceptionally fundamental in interpersonal interaction 
and interpersonal relationships because of its inclination of giving data in regards to a group's 
nature, including members' personalities and psychological health. The comparison is 
conducted on any kind of remark against a predetermined pattern in machine vision, and the 
activity is recognized and labelled later on. The SVM is the classifier which is applied in the 
previously for recognizing the activities of individuals. The SVM classifier performs poorly at 
identifying human activities, necessitating the development of innovative models. The 
presented work suggests a hybrid approach in which Convolutional Neural Network is 
integrated with Long Short-Term Memory Network Model. The proposed approach achieves 
accuracy of up to 98 percent for the human activity recognition.  
Keywords: HAR, Deep Learning, CNN, LSTM 
 
1.Introduction 
In recent years, most nations have faced major issues related to the ageing population. It is 
challenging for their families and governments to care for these elderly individuals because 
some of them are forced to live alone. This is especially true when an emergency arises, for 
example falling. Early detection of these harmful practices is crucial to preventing those 
potential dangers or further damages [1]. Medical assistance can be sent out immediately if 
such incidents can be identified or even predicted. The goal of the research area known as 
"human activity recognition" (HAR) is to define and implement new methods for automatically 
identifying human activities using signals captured by wearable and/or environmental sensors. 
Most of the time, environmental devices must be installed in the home conditions, and 
equipment like cameras are seen as intrusive, specifically by elderly individuals. Consequently, 
the use of wearable devices has been increasingly focused in recent years. Among them 
cellphones, smartwatches and fitness equipment are currently receiving special attention. This 
is mostly because they are widely used by the public and gadgets have a variety of sensors built 
in (e.g., accelerometer, gyroscope, orientation and GPS). There are numerous applications for 
HAR approaches based on signals from the sensors of wearable devices [2]. Some of these 
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fields include sport monitoring using accelerometer and GPS signals to assess user activity, fall 
detection using wearable technology to reduce elder mortality, behavioral analysis using 
physical measurements to avoid dementia disorders, among others. 
Being an important subfield of the computer vision, human motion recognition (HAR) has a 
lot of potential applications for creating products that enhance the level of comfort. It makes it 
possible for computers to interpret how a human behaves in a situation and, as a result, to take 
initiative in varying situations. Machine learning algorithms and the sensors used by each 
system can be used to classify human motion detection systems. Human action recognition can 
be viewed as a machine learning challenge. HAR systems can avoid this issue by extracting 
features from sensor data, building models for each action, and using these models to classify 
subsequent actions. Many supervised and unsupervised machine learning techniques have been 
employed over time for HAR [3]. Figure 1 shows a basic HAR architecture. The HAR 
algorithm has four parts that make up its overall workflow: acquiring sensor data, pre-
processing it, extracting offline features, training a model, and finally classifying online 
activity. 

 
Figure 1: The processing flow of the human activity recognition system 

The data acquisition phase involves the collection of data from Inertial Measurement Unit 
(IMU) sensors embedded in glasses, phones, watches or wrist bands, chest patches, shoes, etc. 
The collected data aptly describes the subject's actions in relation to certain bodily parts. The 
data which the sensor network collects related to human movements is in constant flux. In 
terms of duration, there are two types of activities. The first kind comprises the activities which 
can be stationary or dynamic. The second generation is considered by brief activities, like 
postural adjustments. Median filters and low-pass filters are typical techniques for cleaning the 
data in the pre-processing step to remove noise interference and redundant information since 
the collected signal is prone to natural sensor drift and unconscious motions of the subject [4]. 
Moreover, continuous data segmentation is required at this stage, which involves splitting the 
signal into sliding windows with or without overlaps. The stage of feature extraction and model 
training is crucial for identifying important low-dimension patterns in the initial high-
dimension sensor data. Current HAR solutions can be grouped into two categories based on 
distinct feature extraction techniques: hand crafted feature extraction with conventional 
machine learning and deep learning employing unsupervised features. The system uses an end-
to-end training method to automatically mine these properties. The major emphasize of term 
"activity classification" is on creating an association amid extracted features and a particular 
kind of action with the help of classifiers. Human Activity Recognition techniques use a ML 
approach for predicting the data. It serves as a simple way to compare two streams of various 
lengths or rates. It is essential to enhance various classifiers effective for recognizing the human 
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activity. A supervised learning model called Support Vector Machine (SVM) is employed for 
classification and regression analysis. SVM was created by Vapnik and is based on statistical 
learning theory [5]. This theory lays out a set of guidelines that must be followed in order to 
create classifiers with strong generalization abilities. The term "Support Vector Machine" 
highlights the significance of the closest vectors to the separation margin in the SVM's 
complexity. SVM was first developed to address binary problems, although there are also SVM 
formulations for multi-class issues. Nevertheless, due to its complexity, one-versus-one, one-
versus-all, DAGSVM, and error-correcting code are the methods that are most frequently 
employed. The non-linear versions are produced using the kernel trick following the generation 
of linear SVM. A fundamental statistical strategy for solving the issue of pattern classification 
is known as Bayesian decision theory. This method is based on calculating the costs associated 
with different classification decisions and their associated probabilities. It assumes that the 
decision-making problem is framed in probabilistic terms and that all pertinent probabilities 
are known. RF is a hybrid method in which various DTs are constructed when the class is 
trained and output is received. This class illustrates the manner of the classes related to 
dissimilar trees [6]. K Nearest Neighbor (kNN) is a supervised learning technique. The 
fundamental principle of this approach is to classify the unknown sample by locating the k 
labelled samples that are closest to it. kNN training requires a minimal amount of work. On the 
other hand, labelling an unidentified sample has a rather significant computational cost. The 
parameter in kNN is the number of neighbours. Multi-layer neural networks, sometimes known 
as MLPs, are neural networks that contain one or more hidden layers. Due to the fact that it 
needs the required outcome to learn, this sort of neural network is known as a supervised 
learning network. The input, the hidden, and the output layers are the three sections of the MLP 
model. Layers of "input" units and "hidden" units are linked to layers of "output" units and 
layer of "hidden" units, respectively [7]. Every neuron in an ANN is connected to every other 
neuron in every layer and every neuron in the layer above it, making ANNs a completely 
connected network. A feed-forward network refers to a neural network architecture in which 
connections exist only between neurons in a given layer, and there are no connections that go 
back to neurons in previous layers. This network is known as a feed-forward network when the 
neurons are required to adjust the weights with the preceding layer. The autoencoder was first 
proposed as an unsupervised pre-training technique for artificial neural networks (ANN) in the 
1980s under the name "auto associative learning module". A popular unsupervised technique 
for learning features is autoencoding. The results generated by autoencoders are frequently 
utilized as inputs for enhancing the performance of other networks and algorithms.  Typically, 
an autoencoder is made up of two modules: an encoder and a decoder [8]. The initial unit of an 
autoencoder encodes input signals into a latent space, and the latter unit reconstructs signals 
from the latent space back into their original form. 
Many standard unsupervised networks are stacked to create a DBN, with each network's hidden 
layer acting as the visible layer for the layer following it. Basically, the restricted Boltzmann 
machine (RBM) represents each sub-network, which is an undirected generative energy-based 
framework featuring a "visible" input layer, a hidden layer, and intra-layer connections among 
them. In Deep Belief Networks (DBNs), there are typically connections that occur between 
different layers, although there are no connections between individual units within each layer. 
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The design of DBNs enable a quick, unsupervised training procedure that can be done layer by 
layer. This is achieved by using contrastive divergence, a training strategy that estimates an 
association amid the weights of network and its error, which is implemented to each pair of 
layers sequentially from the lowest pair [9]. One of the earliest successes in efficient deep 
learning algorithms was the performance of DBNs in this method of training. A CNN is made 
up convolutional (conv) layers, pooling, fully connected layers, and an output layer. The 
convolutional layers are responsible for convolution operation. The process of learning space 
invariant features is made possible by the convolution function with a common kernel. In 
contrast to a fully-connected neural network, convolutional layers are better at capturing local 
dependency since each filter has a specific receptive field (RF). Every kernel in a layer may 
only cover a small area of input neurons, however when several layers are combined [10], the 
neurons in higher layers are capable of jointly covering a larger area of the input, leading to a 
larger RF. The pyramidal design of a Convolutional Neural Network promotes its ability to 
aggregate the features of lower level into higher level. This algorithm is exploited for learning 
the classical attributes because of this property, by comparing the attributes derived from this 
algorithm to manual time and frequency domain attributes such as FFT and DCT. In majority 
of cases, CNN includes a pooling layer after every conv layer.  
2. Literature Review  
M. M. Hossain Shuvo, et.al (2020) developed a hybrid adaptive framework for recognizing 
human activity [11]. A two-stage learning procedure was put forward for recognizing human 
activity, captured from a waist-mounted accelerometer and gyroscope sensor. Initially, the 
Random Forest (RF) binary algorithm was implemented for classifying the activity as inactive 
and dynamic. Subsequently, this framework focused on recognizing static activity using SVM, 
and adopted a one dimensional-CNN-based method to recognize dynamic activities. Hence, 
the developed framework performed more robustly and adaptively. Furthermore, the second 
method was proved effective for capturing local dependencies of activity signals and 
preserving the scale invariance. The results on UCI-HAR dataset, indicated that the developed 
framework offered an accuracy of 97.71% for recognizing 6 activities. 
W. Shi, et.al (2022) investigated a multi-channel convolutional neural network with data 
augmentation (AMC-CNN) in order to recognize human activity [12]. First of all, the feature 
window was built using the sliding windows in time series. Moreover, the data was converted 
and inserted to augment the feature window. After that, a relatively lightweight MC-CNN 
algorithm was developed. The reasonable convolution kernel sets were deployed for mining 
the deep correlations among sensor data in a more effective way, so that MC convolutions were 
evaluated and parallel multi-scale features were extracted. This algorithm was trained for 
recognizing human activities. In the end, WISDM and MHEALTH datasets were applied to 
quantify the investigated algorithm in experimentation. The experimental results confirmed 
that the investigated algorithm offered efficiency for recognizing human activities based on 
single-sensor and multi-sensor at 99% accuracy.    
S. E. Adi, et.al (2021) introduced a stacked Long Short-Term Memory (LSTM) model which 
recognized human actions on a smartphone [13]. An edge device was employed to process the 
data, exhibited that the transmission of raw data towards the cloud was not required to alleviate 
the potential bandwidth, energy consumption, and secrecy concerns. The offline prototype 
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system offered an accuracy of 92.8% to classify six activities on a publicly available dataset. 
The quantization methods were useful for mitigating the weight representations. According to 
experiments, the introduced approach attained an accuracy of 92.7% and a memory footprint 
of 27 KB.  
T. Ahmad, et.al (2023) suggested a method in which convolution neural network (CNN) and 
Bidirectional-gated recurrent unit (Bi-GRU) algorithms were employed for identifying human 
activity and proceeding the visual data [14]. The initial task was to extract the deep attributes 
from frames sequence of human activities videos based on CNN. The significant attributes 
were selected from the deep appearances for enhancing the efficiency and lessening the 
computing complexity. At second, Bi-GRU algorithm was put forward for learning the 
temporal motions of frames sequence, and the extracted attributes were inserted in this 
algorithm for learning the temporal dynamics at each time step. YouTube11, HMDB51 and 
UCF101 datasets were employed for computing the suggested method. The experimental 
outcomes validated the supremacy of the suggested method over the traditional methods.  
R. K. Athota, et.al (2022) projected a couple of Hybrid Learning Algorithms (HLA) for 
developing the classifiers to recognize human activities on wearable sensor data [15]. CMFA 
and CGFA models were implemented for learning local attributes and long-term and gated-
term dependencies in sequential data. Several filter sizes were utilized for improving the 
process of extracting features which were further exploited for capturing diverse local temporal 
dependencies. The WISDM dataset was executed to deploy the Amalgam Learning (AL) 
model. The projected algorithms offered an accuracy of 97.76% for smartwatch and 94.98% 
for smartphone using the initial model, and 96.91% for smartphone and 84.35% for smartphone 
using the second model. The experimental outcomes depicted that the projected algorithms 
outperformed the traditional methods. 
A. Halim, et.al (2020) designed a framework in which RKELM model was exploited for 
recognizing human actions [16]. The embedding of an accelerometer sensor was done in a 
smartphone to compute the degraded calories. Moreover, this framework was modified from 
ELM with the Gaussian kernel. Different metrics such as precision, recall, and F1score were 
considered for evaluating the designed framework on a dataset collected in 2016. The 
simulation results indicated that the designed framework yielded an accuracy of 97.53%, F1 
score up to 0.97 and consumed 0.06 secs below. 
Y. Liu, et.al (2023) established a new device-free technique on the basis of Time-streaming 
Multiscale Transformer (TransTM) [17]. This technique supported the data fitting potentials of 
deploying un-processed Radio-Frequency Identification-Received Signal Strength Indicator 
(RFID-RSSI) data as input. In addition, the established technique was assisted in capturing the 
behavioral attributes for recognizing the activities and interactions. In contrast to the traditional 
methods, this technique was scalable, generalized, and offered efficient data fitting. Thereafter, 
RF signals were utilized to provide higher efficacy for classifying human behavior. The 
datasets of real time were employed to evaluate the established technique. According to the 
experimental results, this technique attained an accuracy of 0.991.  
K. K. Verma, et.al (2021) formulated the deep transfer learning (DTL) technique for extracting 
the attributes in conjunction with MC-SVM in order to classify human activities from colored 
videos [18]. A pre-trained CNN algorithm was suggested on the basis of VGGNet-19 for 
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extracting the visual attributes from the RGB videos. Afterward, the extracted attributes were 
classified into diverse classes of human actions using MC-SVM. The UCF Sports Action 
dataset was employed to simulate the formulated technique. The simulation outcomes revealed 
that the formulated technique yielded an accuracy of 97.13%. Moreover, this technique was 
more effective in comparison with the existing methods.      
K. Hirooka, et.al (2022) recommended a convolutional neural network (CNN) model for which 
an ensemble of transfer learning (TL) based multi-channel attention networks (MCAN) was 
implemented [19]. This model employed 4 CNN branches for generating feature fusion based 
ensembling. Besides, the contextual information was extracted from the feature map using an 
attention module in every branch. The last task of this model was to concatenate the extracted 
feature map. The fully connected network (FCN) exploited these maps for generating the final 
output to recognize human activity. The experiments were conducted on Stanford 40 actions, 
BU-101 and Willow datasets. The experimental results proved the superiority of the 
recommended model against the state-of-art methods.  

Table-1: Summary of literature review 
Author Journal/Conference Key Concepts Accuracy Future 

Enhancement 

M. M. 
Hossain 
Shuvo, et.al 
(2020) 

IEEE (AIPR) developed a 
hybrid adaptive 
framework for 
recognizing 
human activity 

Its accuracy 
was found 
97.71% 

The future plan 
would aim at 
deploying this 
framework into 
low-power 
integrated 
circuits for 
making it 
applicable on 
wearable 
sensors. 

W. Shi, et.al 
(2022) 

Journal (IEEE 
Access) 

Investigated a 
multi-channel 
convolutional 
neural network 
with data 
augmentation 
(AMC-CNN) in 
order to 
recognize 
human activity 

99% accuracy The future work 
would aim to 
reduce the 
computing 
complexity and 
enhance the real-
time interaction. 

 

S. E. Adi, 
et.al (2021) 

Conference 
(EMBC) 

introduced a 
stacked Long 
Short-Term 
Memory 
(LSTM) model 
which 
recognized 
human actions 

publicly 
available 
dataset-97.8% 
and 92.7% on 
other 

This model 
would be 
enhanced to 
attain higher 
accuracy in real-
time.  
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on a 
smartphone 

T. Ahmad, 
et.al (2023) 

Journal (IEEE 
Access) 

suggested a 
method in 
which 
convolution 
neural network 
(CNN) and 
Bidirectional-
gated recurrent 
unit (Bi-GRU) 
algorithms were 
employed for 
identifying 
human activity 

Accuracy was 
93.8% 

In future, this 
work would 
emphasize on 
recognizing 
human activity 
on internet of 
things (IOT) 
based devices 

 

R. K. Athota, 
et.al (2022) 

Journal 
(Measurement: 
Sensors) 

Projected a 
couple of 
Hybrid 
Learning 
Algorithms 
(HLA) for 
developing the 
classifiers to 
recognize 
human 
activities on 
wearable sensor 
data. 

97.76% for 
smartwatch and 
94.98% for 
smartphone 
using the initial 
model, and 
96.91% for 
smartphone and 
84.35% for 
smartphone 
using the 
second model. 

This algorithm 
would be 
enhanced further 
to recognize the 
activities on 
large dataset.  

A. Halim, 
et.al (2020) 

Conference (ICIC) designed a 
framework in 
which RKELM 
model was 
exploited for 
recognizing 
human actions 

Accuracy of 
97.53% 

Future studies 
would 
concentrate on 
computing 
number of 
calories with 
regard to food, 
weight, and age 
for suggesting 
precise activities 
to users. 

Y. Liu, et.al 
(2023) 

Journal (Defence 
Technology) 

established a 
new device-free 
technique on 
the basis of 

accuracy of 
0.991 

The issue of 
data imbalance 
would be 
resolved.  
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Time-streaming 
Multiscale 
Transformer 
(TransTM) 

K. K. Verma, 
et.al (2021) 

Conference 
(UPCON) 

formulated the 
deep transfer 
learning (DTL) 
technique for 
extracting the 
attributes in 
conjunction 
with MC-SVM 
in order to 
classify human 
activities  

accuracy of 
97.13% 

This algorithm 
would be 
improved to 
recognize all 
kinds of 
activities.  

K. Hirooka, 
et.al (2022) 

Journal (IEEE 
Access) 

recommended a 
convolutional 
neural network 
(CNN) model 
for which an 
ensemble of 
transfer 
learning (TL) 
based multi-
channel 
attention 
networks 
(MCAN) was 
implemented 

Accuracy was 
97.5% 

The future 
objective was of 
attaining the 
skeletal joint 
points of human 
actions from still 
images for 
achieving a 
higher 
recognition rate 

 

 
3. Research Methodology 
This research for the human activity recognition and proposed model in which Convolutional 
Neural Network is put together with Long Short-Term Memory Network. The prediction task 
consists of various phases named dataset collection, pre-processing, and classification. The 
hybrid deep learning model is designed in this work which is the combination of CNN and 
Bidirectional LSTM.  LSTM networks makes use of a micro-gate control by combining short-
term and long-term and provide solution of gradients disappearing to some level. It consists of 
three explicit frameworks: a forget, an input and an output gates. Long Short-Term Memory 
Network, by means of a structure termed as gate, may remove or add information to the cell 
state. In the first step, the information that is to be discarded from the cell state is determined. 
This purpose is solved with a forget layer. The initial gate after reading the concealed state of 
the earlier moment  and the current input data  , generate output as a vector within 0-1. The 
value amid 0 and one in this vector pint outs the scale of information reserved or rejected in 
the cell state  . The value 0 denotes that all information is rejected while 1 indicates the retention 
of all information.  

 𝑧 = 𝜎 𝑊 . [ℎ , 𝑥 ] + 𝑏  
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The second step aims to determine the scale of fresh information added to the cell state. This 
is a two-step process.  This step initially decides the information to be updated after deploying 
the second gate operation by using   and  . Thereafter,   and   are used for obtaining a new 
candidate cell state   via a tanh layer.  

 𝑧 = 𝜎(𝑊 . [ℎ , 𝑥 ] + 𝑏 ) 

𝑧 = 𝑡𝑎𝑛ℎ(𝑊. [ℎ , 𝑥 ] + 𝑏) 

Afterward, the way to update the cell state is updated expressed as: 

 𝑐 = 𝑧 ⊙ 𝑐 + 𝑧 ⊙ 𝑧. 

The final step is executed for determining the output value. Once the cell state is updated, the 
portion of the cell state which is the output depending upon the input   and  , is decided [20]. 
For this purpose, the input must undergo a sigmoid layer known as output gate so that the 
judgment conditions can be obtained. After this, the transmission of cell state from the tanh 
layer is required for attaining a vector lies within -1 to 1. Finally, the output is achieved after 
the multiplication of this vector with the analysis conditions attained from the last gate.  

 𝑧 = 𝜎(𝑊 . [ℎ , 𝑥 ] + 𝑏 ) 

ℎ = 𝑧 ⊙ 𝑡𝑎𝑛ℎ(𝑐 ) 

In the above expression,   is the forget gate,   is the input gate, and   is the output gate. Apart 
from this,   denotes the input via a tanh layer. This is also termed as candidate cell state. At 
last,   is used to show a multiplication function of the related components of the matrix. CNN 
is a kind of Deep Learning algorithm in the area Prediction. Similar to ML (Machine Learning) 
algorithms, this algorithm is capable of learning the metrics for which a training set is employed 
so that least empirical and structural risk is obtained such as the LF (loss function) is alleviated. 
Diverse operations support distinct LFs that implies the error occurred in predictive values and 
value having label of correct. DL is useful to stack the layers of metrics and establish an 
association amid them and AF (activation function). After that, the network becomes adaptable 
for the nonlinear functions which have complexity. Unlike the traditional NNs (neural 
networks), there are 3 layers for building the Convolutional Neural Network which are Conv 
(convolutional), Pooling and FC (fully connected) layers.   
The initial layer is employed for mapping an input of multilayer into an output. Every image 
layer is considered as a channel. The mapping task is accomplished using a kernel for every 
channel. A convolution is exploited with the kernel with the purpose of separating every layer 
into small units (5×5) and generating a number from every unit. The convolution of every unit 
is expressed as: 

 𝐸 , = ∑ 𝐴 ∙ 𝑊,  
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In this, a square matrix based on ( ) is represented with , the correspondence components are 
defined through  and  and the output is obtained in the form of  . The SF (sigmoid function) or 
ReLU (rectified linear unit) function plays a role of an activation function to make the mapping 
non-linear. The given equation defines the ReLU function: 

 𝑓(𝑥) =
𝑥,   𝑥 >= 0
0,      𝑥 < 0

 

This layer aims to abstract the classic attributes from the input. The lower layers are executed 
for retrieving the horizontal or vertical edges and the upper layers emphasize on integrating 
these attributes. 

 
Figure 2: Model Description 

4. Result and Discussion 
4.1. Dataset Description 
The videos of 30 study participants engaging in everyday tasks while wearing a smartphone 
strapped on their waist with inertial sensors were used for generating an HAR data set. The 
goal is to assign activities to one of 6 done activities. Thirty volunteers considered in the 
simulation. Every participant makes the deployment of a mobile phone (Samsung Galaxy S II) 
while doing 6 activities (walking, climbing stairs, walking down stairs, sitting, standing, and 
lying). Its integrated accelerometer and gyroscope is utilized to record 3-axial linear 
acceleration and 3-axial angular velocity at a constant rate of 50Hz. 
4.2. Result Analysis 
This work is conducted on the basis of recognizing the human action. 2 approaches, one of 
which is a hybrid model and the other of which is built on logistic regression, are applied. The 
hybrid technique is simulated with regard to the factors like accuracy, recall and precision. 
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Table-2: Performance Analysis 

Model Accuracy  Precision Recall  
F1 

Score  
KNN 82.15% 82% 82% 81.15% 
SVM 85.67% 85% 85% 85% 

DNN Model 93% 93% 92% 93% 
LSTM Model 88% 87% 88% 88% 
CNN+LSTM 

Model  
98% 97% 97% 97% 

 
Fig. 2: Performance Analysis of each class 

As shown in figure 2, the various classes like laying, sitting, standing, and walking upstairs 
performance is evaluated as a function of F1-score, recall, accuracy, and precision. 

 
Fig. 3: Performance Analysis of Deep Learning 

As shown in figure 3, the various classes like laying, sitting, standing, and walking upstairs 
performance is evaluated as a function of F1-score, recall, accuracy, and precision. Various 
deep learning models like DNN Model, LSTM is implemented and it is compared with 
suggested algorithm to recognize the human actions.  
5. Conclusion 
Many applications are available in HAR, such as intelligent video surveillance, home 
environmental monitoring, and to store and retrieve the video, etc. The dataset for this research 
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project was obtained through Kaggle, an authorized repository of dataset collecting. Missing 
values from the gathered data are removed when the data is pre-processed. The obtained dataset 
is then further processed for extracting the attributes. This work suggests a deep learning 
algorithm to recognize the human activity. This algorithm is the combination of CNN and 
LSTM. The individual deep learning models CNN and LSTM is also implemented for the 
human activity recognition. The proposed hybrid model achieves maximum accuracy, 
precision and recall as compared to existing models. The proposed model achieves accuracy, 
precision and recall of up to 98 percent for the human activity recognition.  
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