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Abstract 
Deep learning is gaining popularity as a superior method for various applications, including 
medical imaging analysis where large amounts of data need to be processed. This paper focuses 
on the difficult job of blood cell classification, and a deep learning model based on 
Convolutional Neural Networks (CNN) is developed to categorise blood cell pictures into 
subtypes. The suggested model outperformed conventional assessment factors when tested 
against a dataset including 13,000 pictures of blood cells and their subtypes. Blood and its 
constituents are vital for human existence and serve as markers for a variety of biological 
illnesses. Pathologists traditionally used optical microscopic blood images to diagnose 
disorders like AIDS, leukaemia, and others. Recently, computer-aided diagnosis systems have 
been developed to diagnose blood disorders from microscopic images By using a CNN as a 
feature extractor without the need for human feature engineering, the model can learn and 
extract valuable characteristics from photos. The model may then use the capabilities of both 
deep learning and standard machine learning by integrating the retrieved features with classic 
machine learning algorithms such as SVM, KNN, and Random Forest. It's also worth 
mentioning that analysing classifier performance based on five features extracted directly from 
photos is a fantastic approach to understand the value of each feature and decide which 
characteristics are more informative in order to categorise the task. 
Keywords: Nearest Neighbours (KNN), , Support vector machine , Random Forest, CNN, 
White Blood Cells 
 

1. INTRODUCTION 

The blood test is crucial in identifying illnesses. It provides information about the general state 
of a person's health conditions. They choose the appropriate treatment for the individual based 
on data from blood test analysts. White blood cells (WBC) are a major element of the blood's 
structure. It is essential for excellent health and protection against disease. WBC depends on 
its assortment of measure, quantity, and shape and has five main elements. There can be a 
variety of sicknesses based on the variety in these highlights. 
White blood cell (WBC) classification is an important step in the diagnosis of various blood-
related diseases. Haematologists use the classification of WBCs to determine the underlying 
causes of disorders and to identify different types of white blood cells in the human body. This 
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information can aid in the diagnosis of a range of conditions, including leukaemia, certain 
immunological disorders, and some types of cancer. The developed hybrid system, which uses 
CNN as a feature extractor and various machine learning algorithms, can aid in automating the 
classification process and reducing the workload of medical professionals. Both automatic and 
manual methods can be used in the analytical process to count and categorise WBC. Manual 
classification of WBCs in blood samples can be challenging due to several factors, such as 
sampling errors, statistical probabilities, low sensitivity and specificity, and predictive values. 
These factors can lead to inaccurate outcomes and misdiagnosis of blood-related disorders. 
Furthermore, manual classification can be time-consuming and labour-intensive, which can 
limit the throughput of blood sample analysis in clinical settings. Therefore, the development 
of automated systems, such as the CNN-based framework discussed in this study, can 
significantly improve the considerably increase the precision and productivity of WBC 
classification in blood samples. The detection and classification of WBC has also been done 
automatically in laboratories using tools like flow cytometry and automatic counting machines. 
 

2. LITERATURE SURVEY:  

It is interesting to note that the conventional method for classifying cells, which involves 
manually segmenting the cytoplasm and nucleus, has limitations due to its dependence on the 
sample balance. In contrast, the proposed approach using machine learning can adaptively learn 
the features of the input image without the need for manual feature extraction or segmentation. 
Transfer learning is also employed, which enhances the robustness and accelerates the 
convergence of the combined model. The combination of CNN and other machine learning 
algorithms allows for efficient learning of the structural properties of blood cell images, leading 
to improved classification accuracy. These advancements in the field of blood cell recognition 
have the potential to greatly aid medical professionals in the discovery of various blood-related 
disorders. 
Many of the current systems include: 

1. 1. Zahra Said et al. (2018), "Classification of white blood cells using deep convolutional 
neural networks": This paper presents a CNN-based approach for white blood cell 
categorization. 

2. 2. Muhammad Usman Akram et al. (2018), "Deep learning for image-based cancer 
detection and diagnosis: A survey": This review presents an overview of the use of deep 
learning techniques for cancer detection and diagnosis, including CNNs. The survey 
contains a part on the use of CNNs for blood cell categorization. 

3.  "Automated identification and classification of blood cells using convolutional neural 
networks" by Ajay Kumar et al. (2017): This study proposes a CNN-based model for 
the identification and classification of blood cells.      

4. "Classification of leukocytes in microscopic images using deep convolutional neural 
networks" by Ramin Bahrampour Juybari et al. (2019): This study proposes a CNN-
based model for the classification of leukocytes in microscopic images.    
      

3. METHODOLOGY 
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To tackle the multiclass classification problem of white blood cells (WBC), certain algorithms 
can extend the binary classification technique naturally. The methods used to categorize WBC 
include dataset preparation and image pre-processing. WBCs were detected and cut from blood 
smear pictures for this research utilising pre-processing methods provided and used by Dataset 
Augmentation. Because to the small number of cropped WBC photographs in the original 
dataset, data augmentation techniques like as R and X Reflection, Rand Y Reflection, Rand X 
Translation, Rand Y Translation, Rand Rotation, and Rand Scale were used to enhance the 
number of photos in the training set. These techniques create variations of the original images 
by flipping them horizontally or vertically, translating them along the x and y axes, rotating 
them, and scaling them. By generating additional training data, the model can learn more 
diverse features and improve its ability to generalize to new, unseen data. 
Several methods using Convolutional Neural Networks (CNN) can be employed for blood cell 
classification. Some commonly used methods include Transfer Learning, Data Augmentation, 
Ensemble Learning, and Explainable AI (XAI). 
Convolutional Neural Networks (CNNs): CNNs are deep learning neural networks that are 
used for image categorization owing to their ability to automatically extract information from 
photos. CNNs include numerous layers, including convolutional, pooling, and fully connected 
layers, making them an excellent candidate for blood cell categorization. 
Transfer Learning: Transfer learning is a strong approach in which a pre-trained CNN model 
is used to build a new model. This method can save a substantial amount of time and resources 
that would otherwise be required to train a new model from the ground up. Transfer learning 
may be used in the context of blood cell classification to extract features from pre-trained CNN 
models, which can then be fine-tuned and trained on a smaller dataset to generate a new model. 
Data Augmentation: Data augmentation is a method that involves manipulating the existing 
dataset by applying transformations to the images. By doing so, it can increase the size of the 
training dataset, which can improve the accuracy of the classification model and reduce 
overfitting. Some common techniques used for data augmentation include random rotation, 
translation, scaling, flipping, and cropping of the images. 
Ensemble Learning: To improve the accuracy of classification in blood cells, ensemble learning 
is a technique that can be used. This involves combining multiple classification models. In this 
case, several CNN models can be trained on different subsets of the dataset, and the outcomes 
can be merged to enhance the overall accuracy of classification. This technique works on the 
premise that combining the results of various models can result in better performance than 
using a single model alone. 
Explainable AI (XAI): XAI stands for explainable Artificial Intelligence, which is a field of 
study focused on making machine learning models more interpretable and transparent. In blood 
cells classification, XAI can be used to explain how a particular model arrived at its 
classification decision by highlighting the most important features in the input images. By 
understanding which features are most relevant for classification, researchers can gain insights 
into the underlying biological mechanisms of blood cells and improve the accuracy of the 
model. 
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4. EXISITING CLASSIFICATION ALGORITHMS 

Nearest Neighbours (k-NN)  
Fix and Hodges proposed the k-NN algorithm in 1951 for pattern classification, which is a 
simple supervised machine learning technique widely used for classification tasks. It uses the 
classification of the closest neighbours of a data point to classify it. The algorithm aims to 
identify the class of a new sample by determining the class of its nearest neighbour. The 
algorithm selects the nearest training data points and assigns the new vector to the class that 
the majority of those selected samples belong to. 
Support vector machine  
SVM attempts to locate the hyperplane that divides the two classes of data points with the 
greatest margin, which is the distance between the two classes' nearest data points. SVM is a 
common classification approach that is utilised in many domains, including computer vision, 
natural language processing, and bioinformatics. 
Random forest  
To construct a Random Forest model, To build each decision tree, the algorithm randomly 
picks a portion of the features and a subset of the training data. This procedure is repeated for 
a certain number of trees, and the final forecast is obtained by averaging the output from all 
trees. This approach has several advantages, including reducing the risk of overfitting and 
improving the model's generalization ability. Furthermore, the Random Forest algorithm can 
handle missing data and noisy features and is also robust to outliers. The algorithm can be used 
for both classification and regression tasks and has been used in various applications such as 
image classification, bioinformatics, and finance. 
Convolution neural network  
A CNN, often known as a convnet or CNN, is a form of artificial neural network used for tasks 
such as image processing and data categorization. CNNs are well-known for their capacity to 
detect and comprehend patterns. CNNs are distinguished by their convolution layers, which 
are multi-layered network components. These layers are made up of a series of learnable filters 
(or kernels) that have a tiny receptive field but span the whole depth of the input volume. These 
filters get increasingly complicated as the network grows deeper.

 
                                       Architecture Used in CNN 
 
Feature Extraction technique: 
The Convolutional Neural Network (CNN) architecture is intended to extract relevant 
characteristics from input and consists of 23 layers, some of which are fully linked layers (FC 
Layer). The FC Layer generates five characteristics that are retrieved and used as input for 
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other classifiers like the K-Nearest Neighbours (KNN) method. The extracted features can be 
visualized using scatter plots, and in this case, the training and testing features for the first three 
dimensions are plotted to illustrate the extracted features.

 
The scatter plot shows the extracted characteristics using CNN for the testing and training sets. 
Panel A displays the training features, while Panel B shows the testing features. Each point on 
the plot represents a single feature extracted from an image. The plot indicates the relationship 
between the features and how they are distributed in the dataset. The scatter plot can provide 
insights into the separability of the classes and the potential effectiveness of the chosen 
classification algorithm. Overall, the plot can be used to gain a better understanding of the data 
and help guide the development of the classification model. 
 

5. RESULTS 

A CNN-based system was utilized to classify cropped images of WBCs from the LISC WBCs 
dataset with high accuracy. To extract features from each image, the CNN was trained with 
data augmentation using the ADAM solver and an starting learning rate of 0.001. Five features 
were taken from the fully connected layer of each image. The KNN classifier used Euclidean 
distance measurement with one neighbour, while the SVM utilized a third order polynomial 
kernel function. The RF implemented Bootstrapping with 20 bags. All classifiers using CNN 
layers achieved an accuracy of over 90%, as evidenced by the testing confusion matrices. In 
our project we used 50 epoch's to increase the competence to almost 94%, following are the 
inputs and obtained results:  
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The above images are stored in datasets classified into four categories. The obtained results 
and tests are as follows: 
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6. SYSTEM ARCHITECTURE 

The system architecture for blood cells classification using CNN project typically consists of 
the following steps: 

1. Data Acquisition and Pre-processing: The initial stage of the system architecture 
involves obtaining the dataset of blood cell images, which are classified into various 
categories. The images undergo pre-processing to eliminate noise and artifacts, and the 
pixel values are standardized to a consistent scale. This process ensures that the images 
are ready for feature extraction and subsequent analysis. The quality of the dataset plays 
a crucial role in the accuracy of the classification model, making it essential to carefully 
curate and prepare the dataset. 

2. 2. Dataset Split: The dataset is separated into three subsets after acquisition and pre-
processing: training, validation, and testing sets. The training set is used to train the 
CNN model, which is done by altering its parameters to reduce error. The validation 
set is used to fine-tune the model's hyperparameters, such as the learning rate, in order 
to attain optimal performance. Lastly, the testing set is used to evaluate the trained 
model's accuracy and generalisation capabilities on previously unknown data. This 
method prevents the model from overfitting to the training data and guarantees that it 
can properly categorise new samples. 

3. Convolutional Neural Network Model: This model is the central element of the system 
architecture, responsible for learning the features of the input images and categorizing 
them into their respective classes. The model comprises several convolutional layers 
that extract high-level features from the input images. The extracted features are then 
subjected to pooling layers, which reduce their spatial dimensions, making them easier 
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to analyse. Finally, the fully linked layers categorise the pooled characteristics into their 
appropriate groups. The CNN's capacity to learn and extract complicated characteristics 
from pictures allows it to outperform standard machine learning models in image 
classification challenges. 

4. 4. Training and Validation: To avoid overfitting during training, regularisation 
approaches like as dropout and weight decay can be applied. These strategies include a 
penalty term in the loss function, which pushes the model to use smaller weights and 
keeps it from depending too heavily on certain properties of the training data. Moreover, 
data augmentation techniques may be employed to enhance the size of the training set 
by applying modifications to the pictures such as rotation, scaling, and flipping. This 
can assist to improve the model's generalisation capacity and prevent overfitting. 

5. 5. Testing and Evaluation: Evaluating the model on the testing set is critical to ensuring 
that it is not overfitting to the training data and can generalise effectively to new, 
unknown data. The model's performance is evaluated using several performance 
indicators like as accuracy, precision, recall, and F1 score. The confusion matrix is a 
useful tool for visualising the model's performance in each class and identifying areas 
for improvement. 

6. Deployment: The trained model can be deployed as a computer-aided diagnosis system 
to assist medical professionals in diagnosing blood-related diseases. The automatic 
diagnosis of these diseases using the deployed model can save time and reduce the 
workload of medical professionals. It can also improve patient outcomes by providing 
faster and more accurate diagnoses. 

 
7. CONCLUSION 

In conclusion, blood cells classification using CNN has become an active research area in the 
field of medical image analysis. CNN-based approaches have shown great potential in 
automatically classifying different types of blood cells with high accuracy. Various methods 
have been proposed, including transfer learning, data augmentation, ensemble learning, and 
explainable AI, to improve the performance of the classification models. 
However, there are still some challenges in blood cells classification using CNN, such as the 
need for large and diverse datasets, the selection of appropriate CNN architectures, and the 
interpretation of the classification results. Further study is needed to overcome these issues and 
increase the accuracy and robustness of CNN-based blood cell categorization. Overall, blood 
cells classification using CNN has the potential to revolutionize the diagnosis and treatment of 
blood-related diseases, leading to better patient outcomes and improved healthcare. 
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