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Abstract - Weather changes in last few years have been increasing enormously and it is 
expected to increase more in the future. Therefore, it is a wearisome process to investigate 
larger forms of climate, temperature changes in the data and perform predictive analysis of the 
same using traditional methods. This paper aims to project temperature and seasonality changes 
using predictive analysis with the help of various machine learning techniques such as Time 
series forecasting using ARIMA & SARIMAX, Linear Regression and Auto-Correlation 
technique. The system proposed serves as a tool which takes in the climatic changes from huge 
amount of data as input and predicts the future temperature with max, min and average 
temperature in an efficient manner. We will be predicting the temperature change from 1992-
2024 with the detailed forecast and changes from 2020- 2024 and predicting the accuracy in 
the changes. Predictive analytic model internment relationships among various features in a 
data set to assess risk with a particular set of conditions to assign a weight or score. These 
patterns of weight/score found in historical data can be used for predicting the future climatic 
and temperature changes. 
Index Terms – Linear Regression, ARIMA, SARIMAX,Auto- correlation. 
 
I. INTRODUCTION 
Weather change is a crucial challenge in the recent years. It influences many factors of the 
environmental ecosystems such as, bio-diversity, soil erosion and changes in sea-water level 
.Weather forecasting alleviates the economic crisis and stimulates better public health to 
maintain the quality of life. Safety and well-being of human is highly implacable by the climate 
changes. It also assists in the agricultural field as it is an essential part of planning the farming 
operations. Farmers have to make optimal decisions for cultivation of crops using prediction 
of weather, whether to undertake or withhold the sowing operation. The consequences of 
unseasonal changes in weather and their potential negative effects on host plants and pests are 
very well known. Unexpectedly high temperatures may lead to lower plant productivity and 
more pests on farm. Industries like energy consumption and food security can also benefit from 
weather forecasting. As the key problem of weather forecasting, air temperature prediction has  
manifold benefits for the environment, 
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  agriculture and industry. The impact of temperature on morbidity and mortality can be 
assessed at both the seasonal and daily level. Extreme temperature changes Due to harsh 
environment, arises the lack of access to safe water and food, it can also cause Heat-aggravated 
and respiratory illness. Forecast of the temperature, soil surface temperature,            energy 
consumption, and solar radiation is related to ambient temperature forecasting. Temperature 
forecasting is useful in understanding the probability of storm, wildfires, drought and flood 
occurrence in an area. . This leads to an incomplete understanding of the atmospheric processes, 
so it restricts weather prediction up to a 1 month time period, because beyond that weather 
forecasts are significantly unreliable. But Machine learning is relatively robust to most 
atmospheric disturbances as compared to traditional methods. Another advantage of machine 
learning is that it is not dependent on the physical laws of atmospheric processes. 
Data mining with machine learning are the best way toward extracting vital data from the 
extensive information collection. The procedure of concentrate important data portrayed as 
information revelation that can be connected on any extensive informational index. 
Temperature prediction is an notoriously sophisticated and resource consuming task. Changes 
in Temperature are caused by many factors. Parameterization of those features is a difficult 
task to achieve due to their dynamic nature. Recent development in the field of artificial 
intelligence, machine learning can help provide computationally less  expensive solutions. We 
can estimated the forecasts using several machine learning techniques without a need of wide 
mathematical calculations by evaluating historical temperature data. The purpose of this paper 
is to study current research on temperature forecasting and compare machine learning 
techniques in the field. Various inputs to these machine learning models were also tested to 
determine the usefulness of each, as measured by their contribution to lowering the difference 
between predicted values and the ultimate observed ground truth. Machine Learning algorithms 
have been widely used for complicated data. Pattern analysis and recognition of Temperature 
data can be simplified with use of machine learning algorithms. Air temperature data is 
classified as part of time series statistics up. Hence, use of Linear regression, Auto correlation 
algorithms to estimate the future value of temperature seems a plausible solution. 
The purpose of this thesis was to analyse current research on weather forecasting and compare 
machine learning techniques in the field. Various inputs to these machine learning models were 
also trained and tested to determine the usefulness of each, as measured by their contribution 
to lowering the difference between predicted values and the ultimate observed ground truth. It 
was found that including weather forecast data in the prediction models resulted in a 0.56 % 
reduction in mean absolute error (RMSE) for one-hour predictions when compared to using 
historical observations alone, and a 40.2% reduction in RMSE for 24-hour predictions. Results 
from several machine learning techniques were compared, with Random Forests achieving the 
lowest error rate. In addition, inclusion of weather forecasts from nearby areas resulted in a 
4.6% lower mean absolute error (MAE) in one-hour predictions and a 20.9% reduction in 24-
hour predictions when averaged across the more than 1city is studied. 
 
II. RELATED WORK 
In the study conducted,  various machine and deep learning techniques are available.  An early 
paper in  this field by B. Ustaoglu , tests three different kind of ANN based methods like radial 
basis function (RBF), feed-forward back propagation (FFBP) and generalized regression neural 
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network (GRNN) were studied. It compares the answers with traditionally used Time series 
forecasting using ARIMA AND SARIMAX model, multiple linear regression (MLR) and 
Auto-correlation model and obtained notable improvements over MLR outputs. A paper by Z. 
Karevan [10] defines a black box idea: use of Machine learning methods such as Elastic Net 
and k-NN for the process of feature selection then trains model using Support Vector Machine 
Regression with Least Square loss function to forecast maximum and minimum temperature. 
.Later, R. Isabelle used Recurrent Convolutional Neural Networks for weather forecasting and 
visualization [11] in which they propose use of convolution filters +LSTMs. The results were 
substantially better in comparison with popular methods. Yet another technique was proposed 
by P. Hewage [4], where they used multiple features like pressure, temperature, precipitation, 
wind, humidity and moisture to predict future value of the same feature. This was executed by 
implementing several machine learning and deep learning algorithms like TCN [13], LSTM 
with multi-input multi-output and multi-input single-output methods. 
The MSE of the model is remarkably low, but model does not satisfy the criteria recommended 
by A. Kumar [3]—the performance of the model can be acceptable if: NMSE ≤ 0.5. Satellite 
images  also used as input to the model; when combined with estimates for clear-sky solar 
radiation, the forecasts can be quite effective was proposed by Miller et al., 2013 and Linares- 
Rodriguez et al., 2013. 

Sub-Dimension Possible Values 
A: Test Planning Testing cost 

estimation 
B: Test Case Management Test case 

prioritization 
Test case 
refienement 
Test case 
evaluation 

C: Debugging Fault localization 
Bug prioritization 
Fault prediction 

Table 1: Testing general activity dimension 
 
III. PROPOSED WORK 
The main objective of this study is to analyse temperature and seasonality change in region 
(temperature and seasonality changes like winter, spring, summer) for approx. 10-20 years on 
the basis data recorded at different place across tamilnadu and predicts the temperature changes 
from 2020-2024. The temperature change can be predicted more accurately while comparing 
with the  existing work 
The objectives of the work are: 
1) To forecast the seasonality and temperature  changes for next 10 years. 
2) To create a graphical interface based on the prediction, and to make it easier for 
understanding.  
 
There are various Machine Learning Algorithms to predict data like , linear regression, Support 
Vector Machine, elastic net, lasso, light gm regressor, Auto Regressive Model, Time series 
analysis using arima and sarimax. We have tried many of the algorithm to get the highest 
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accuracy. All the methods have different working procedure. The working of some of those 
predicting techniques are explained as follows: 
1) Linear Regression 
Linear Regression is a technique that gives a relationship between an independent variable or 
explanatory variable and dependent variable or scalar variable. In this method the relationships 
are model using linear predictor function. The data is trained by this method in the model. 
Linear predictor function is used to create an object of that function which is used   
for prediction. After object creation, the data is forecasted for future. 
2) Support Vector Regression 
Support Vector Machine has a component called Support Vector Regression. The same 
standards that SVM adheres to are likewise observed by SVR. When compared to other 
methods, the prediction procedure for support vector regression is complex. Calculating the 
algorithm is more challenging. Linear Regression provides the highest level of accuracy out of 
all the techniques. In comparison to other techniques, linear regression has a less complexity.  
3) Time Series Forecasting using ARIMA and SARIMAX: 
The acronym ARIMA, which stands for "Auto Regressive Integrated Moving Average," refers 
to a class of models that uses a time series' own previous values—specifically, its own lags and 
lagged prediction errors—to "explain" the time series in order to predict future values. 
ARIMA models can be used to model any "non-seasonal" time series that has patterns and isn't 
just random noise. An ARIMA model is characterized by 3 terms: p, d, q where, 
• p is the order of the AR term 
• q is the order of the MA term 
• d is the number of differencing required to make the time series stationary 
If a time series, has seasonal patterns, then you need to add seasonal terms and it becomes 
SARIMA, short for ‘Seasonal ARIMA’. 
4) Elastic Net: 
Elastic Net first emerged as a result of critique on lasso, whose variable selection can be too 
dependent on unstable data. As a solution to it combine the penalties of ridge regression and 
lasso to get the best of both methodss. Elastic Net aims at minimizing the following loss 
function: where α (alpha) is the mixing parameter between ridge (α = 0) and lasso (α = 1). 
Some modules which are required to develop the Global Warming Prediction System are   
briefly explained below: 
 Data Collection module: 
Module consists of collecting the raw data from different data set. Then the data set is changed 
as according to the requirement. This raw data cannot be used directly for prediction purpose. 
It needsto to be cleaned and pre-processed. 
Data Pre-processing module: 
The data is cleaned in this module. After cleaning  the data, it is grouped as per requirement. 
Grouping of cleansed data is known as data clustering. 
  
Then it needs to be checked for missing value in the data set or not. It there is any missing 
value then change it with any default value. After that if any data need to change its format, it 
is done. Total process before the prediction is known is data pre- processing. After that the data 
is used for the prediction and forecasting step. 
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a) Data Prediction and forecasting: 
In this step, the pre-processed data is taken for the prediction. This prediction can be done in 
any process which are mentioned above. But the Linear Regression algorithm scores more 
prediction accuracy than the other algorithm. So, in this project the linear regression method is 
used for the prediction. For that, the pre-processed data is splitted for the train and test purpose. 
Then a predictive object is created to predict the test value which is trained by the trained value. 
Then the object is used to forecast data for next few years. 
b) Visualization: 
In this step, the predicted and forecasted data is used to provide a graphical interface separately. 
At first the predicted data is plotted in a graph separately with the help of matplot library. Then 
the forecasted data of temperature is plotted in graph with proper scale. Then the greenhouse 
gases forecasted data are plotted in a single graph with proper scale. 

 
Fig 1: Visualization of temperature change by month, year, week 

 
5) Auto Regressive Model: 
Autocorrelation and Partial Autocorrelation 
• Identification of an AR model is often best done with the PACF. 
• For an AR model, the theoretical PACF “shuts off” past the order of the model. The 
phrase “shuts off” means that in theory the partial autocorrelations are equal to 0 beyond that 
point. Put another way, the number of non-zero partial autocorrelations gives the order of the 
AR model. By the “order of the model” we mean the most extreme lag of x that is 
  
used as a predictor. If both variables change in the same direction (e.g. go up together or down 
together), this is called a positive correlation. If the variables move in opposite directions as 
values change (e.g. one goes up and one goes down), then this is called negative correlation. 
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Fig2: Data flow model 

 
IV. EXPERIMENTAL RESULTS 
In this paper, the temperature changes from 1992-2024 can be predicted using predictive 
analysis using various machine learning algorithms and we will be predicting the future 
temperature based on the existing data which we took(a) we train, test various machine learning 
techniques(b) and we will be predicting the future temperature and seasonal changes(c), loss 
functions and one optimizer have been used to find the loss and accuracy of the proposed 
model(e). The result in test 1 has better accuracy compare with other tests so at this case we 
conclude the result here that best accuracy is obtained(f). The results are better if and only if 
we train ,and test a wide variety of data so that we can give an approximation of temperature 
change based on the classified data. 

 
(a) 
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(b) 

 
(c) 

 
(d) 

 
(e) 
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(f) 

 
V CONCLUSIONS AND FUTURE WORK 
In this paper, a model for temperature forecasting is proposed. The objective of this study was 
to forecast the daily mean temperature using three machine learning models, EDA AND DATA 
PRE- PROCESSING and smoothing technique. Model showed acceptable and significantly 
high performance in terms of root mean squared error, mean squared error and mean absolute 
error on predicting average next day temperature of chennai. Model used the previous ‘n’ day’s 
temperature where the optimal trade-off resolution method selected the value of n. Smoothing 
dataset played an important role in performance of the model. In our work we will be predicting 
the weather from 1992-2024 in whic+h for some particular date and year we can tell how much 
temperature is there and produce the approximate results based on our evaluation criteria. 
Results are intrinsically a high and accurate as demonstrated as it is steady for exceptions and 
forecasting, so one approach to enhance the straight relapse show is by accumulation of more 
information using linear regression and Auto-Correlation. Showing that the decision of model 
was efficient and effective that its expectations can be enhanced by promote accumulation of 
information under the proposed scheme. For future scope the same can be incorporated over 
apache spark for concurrent prediction of weather whereas the same can be compare with the 
results obtained from sensors. 
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