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Abstract  
Medical image processing is a tool and technique for creating a visual image of inside of the 
body. The rapid advancement of digital imaging and computer vision has broadened the 
potential for the use of imaging technology in medicine. Image processing is especially useful 
in diagnostic medical systems. Reliable glaucoma detection in digital fundus images remains 
an open problem in biomedical image processing. Detection of glaucoma in the retinal fundus 
image is necessary to avoid loss of vision. The early detection of glaucoma and elevated inter 
ocular pressure is critically significant to arrest the progression of the irreversible disease. With 
the ocular degeneration of the retina and optic nerve, and other ailments such as high blood 
sugar levels, chronic blood pressure, thyroid imbalance and cataract, manual detection of 
glaucoma is often challenging leading to significant vision loss at the time of detection. 
Moreover, at low income group countries, medical costs also act as a deterrent for the early 
detection of the disease causing permanent vision loss. Hence, off late, research on the 
development of automated tools has been of paramount importance which can detect glaucoma 
with low false negative and false positive rates. In this paper, an image enhancement and 
feature extraction technique is developed which is subsequently used to train a deep neural 
network. Gray Level Co-occurrence matrix based features along with the cup to disc ratio have 
been used to train a Deep Bayes Net with regularization for automated detection of glaucoma. 
The performance of the proposed system has been evaluated in terms of the classification 
accuracy of the system. 
Keywords: Fundus Image, Optic Disc,  Biomedical image processing, Optic Disc detection, 
Bayesian Regularization, Cup to Disc Ratio (CDR). 
 
1.Introduction 
The retina is a layered tissue which is responsible for conversion of light signal into electrical 
signals for the brain to garner a sense of sight. Thus the retina is responsible for the creation of 
the optic images in the eye which are perceived by the brain as equivalent electrical signals 
giving a view of the outside world. In general, several physical ailments can result in the 
damage to the optic nerve and retinal function, among which hypertension, diabetes and other 
cardiovascular diseases are prominent [1].It has been found that glaucoma accounts for around 
3 million cases of complete blindness and approximately 4 million cases resulting in visual 
impairment worldwide [2]. It is apprehended that the number of people affected by any sub-
type of glaucoma will exceed a staggering 110 million by 2040 [3]. Although glaucoma can be 
found to affect people irrespective of their age, however higher chances of occurrence (in 
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between 1%-4%) is found among patients over the age of 40 [4] . The fundamental reason for 
the onset of glaucoma is the elevated level of intraocular pressure (IOP). Increased levels of 
IOP adversely affects the optic nerve causing irreversible damage, resulting in loss or 
impairment in vision depending on the magnitude of damage [5]. To save the vision of the 
individuals affected by glaucoma, the fundamental mechanism is to clinically reduce the levels 
of IOP. Clinical monotherapy or combination therapy, and in some cases surgical intervention 
may be required to reduce the levels of IOP to normal values [6]. While conventional medical 
practices have been prevalent in the diagnosis and subsequent treatment of glaucoma, recent 
advancements in the domain of artificial intelligence and machine learning have opened up 
new avenues for the early and accurate detection of glaucoma [7]. Automated computational 
tools can aid ophthalmologists to detect glaucoma at relatively early stages so as to minimize 
the damage to optic nerve and hence reduce visual impairments. Moreover, it world form the 
basis for a strong second opinion. It can be particularly useful in areas which lack advanced 
medical facilities, typically common in remote areas of low income group countries [8]. Several 
automated techniques have been developed and explored based on the statistical analysis of the 
fundus image. The basic approach is to pre-process the image to remove the effects of noise 
and disturbance followed by feature extraction and classification using a machine learning 
based classifier [9]-[10]. The machine learning based classified is trained with images of two 
categories viz. affected by glaucoma and unaffected with glaucoma. The classifier tries to 
identify the patterns in the data and hence classify any new sample of the fundus image as 
glaucoma positive or negative [11].  
 

 
Fig. 1.Processing pipeline steps: (i) Preprocessing of input images for eliminating disease 
independent variations, (ii) Segmentation of preprocessed image and (iii) Classification based 
on CDR for generating Glaucoma Risk Index (GRI) 
  
The fundus images obtained from fundus imaging need to be processed and analysed to extract 
critical features for the decision on presence or absence of glaucoma or pre-glaucoma like 
symptoms [12]-[13]. Due to the occurrence of noise and disturbance effects while capturing, 
retrieving, processing and storing the images, the final classification may be prone to errors 
[14]. This necessitates case sensitive noise removal and image restoration techniques which 
can enhance the quality of the images under interest so as to facilitate feature extraction and 
pattern recognition [15]. This paper presents an combined approach for image enhancement 
and feature extraction pertaining to fundus images which would facilitate automated detection 
of glaucoma [16]. 
 
2.Theoretical Background and Existing Work 
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The retina is a layered tissue which is responsible for conversion of light signal into electrical 
signals for the brain to garner a sense of sight [17]. Thus the retina is responsible for the creation 
of the optic images in the eye which are perceived by the brain as equivalent electrical signals 
giving a view of the outside world. In general, several physical ailments can result in the 
damage to the optic nerve and retinal function, among which hypertension, diabetes and other 
cardiovascular diseases are prominent [18]-[19]. A significant part of the above causes is 
diabetic retinopathy which is caused by excess blood sugar levels in the blood streams causing 
irreversible damage to the heart, lungs, kidneys and eyes[20]. Typically, patients suffering from 
type-2 diabetes often suffer from diabetic retinopathy and this causes serious damage to the 
peripheral vision in humans. In developed countries, glaucoma is also termed as the silent 
snatcher of eyesight, which can only be arrested but not reversed making its early and accurate 
detection extremely crucial [21]. With sedentary lifestyles, poor eating habits, depleting 
nutritional values in food intake, these diseases are often interconnected and are also 
progressing fast worldwide [22]. A typical retinal image is depicted in figure 2 which consists 
of blood vessels, optic disc (OD), Optic Cup (OC) and the macular region.  
 

 
Figure 2A typical fundus image for detection of glaucoma 

(Source: https://www.aao.org/eye-health) 
The blood vessels perform the task of supplying blood to the entire retinal area by spreading 
across the length and breadth of the retinal region [23]. The damage to the optic nerves and 
vessels are caused by excessive blood pressure to the vessels primarily caused by [24]: 
1) Hyper tension 
2) High blood glucose levels.  
The additional pressure of the blood modifies the elasticity of the blood vessels and also their 
texture resulting in macular degradation [25]-[26]. Often this can be perceived as flashes and 
floaters, loss of peripheral vision and erroneous perception of depth. 
 
The pivotal aspect in the detection and treatment of glaucoma is the process of retinal imaging 
which is 2-Dimensional projection of the 3-Dimensional retinal image on an imaging plane. 
Such images are also termed as fundus images [27]. The different retinal imaging techniques 
commonly employed are [28]-[30]: 
1.1 Fundus Photography: 
In the case of fundus photography, a wideband (in visible spectrum) reflected light 
representation is captured which constitutes the fundus image. 
1.2 Color Fundus Photography: 
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This is a modified version of the fundus photography wherein a three channel representation 
of the reflected light is images in terms of the R-G-B values in the waveband. 
1.3 Stereo Fundus Photography: 
This imaging technique comprises of combining light waves form two or more visual angles 
to garner information regarding the depth of resolution. Lower resolution results in the patients 
impairment to distinguish between different objects and considering them as a composite 
object.  
1.4 Hyper Spectral Imaging: 
This technique consist of capturing a composite image created from light reflections from 
specific wavelengths. The intensity response of different wavelengths represents the capturing 
capability of the retina to respond to different colours. 
1.5 Scanning LASER Ophthalmoscope (SLO): 
The SLO technique analyses a temporal pattern of the reflection intensities to a fixed LASER. 
The process is based on the phenomenon of back scattering causing back scattering of light 
from the LASER source. A modified version of the technique constitutes Laser Scanning 
Tomography (SLT) which tries to gather multi-wavelength resolution by changing the 
wavelength of the Laser source.  
1.6 Fluorescein angiography (FA): 
This procedure consists of injecting a fluorescent dye into the blood which results in clear 
photography of the blood vessels in the eye. This type of imaging is very useful for diabetic 
retinopathy and can help to assess the amount of proliferation [31].   
There are other reasons of vision loss among patients which are typically age related macular 
degradation, diabetic retinopathy, cardio vascular diseases affecting the vision and cataract. 
While glaucoma is not necessarily an outcome of the aforesaid health problems, yet studies 
show a dependence and close correlation among these common ailments and the onset of 
glaucoma among patients [32]. 
 

Table 1Brief Review of Previous Work 
Authors Technique Advantages Limitations 

 
Memari et al. [1] 

 
Fuzzy C-means clustering. 

 
Vessel center lines clearly 
enhanced with labelled Fuzzy 
training. 

 
Saturation of 
performance after which 
adding training data 
doesn’t improve 
performance. 

 
Mendonca et al. [2] 

 
Multi-scale morphological 
enhancement technique 

 
Vessel center lines were
 clearly 
enhanced 

 
Not suitable for low 
resolution retinal images 

 
Perez et al. [3] 

 
Morphological Reconstruction. 

Low complexity.  
Image inpainting not 
incorporated after 
segmentation of vessel 
structures. 

 
Marin et al. [4]  

Gray level and moment feature 
based supervised classifier 

Background enhancement, 
with high contrast 
difference between vessel 
 and 
Background. 

 
Relatively low accuracy 
and sensitivity, due to 
computation of moment 
features only. 
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Fraz et al. [5] 

Ensemble classifier Suitable for both low and 
high resolution retinal images 

Relatively higher 
computational complexity. 

 
Xiao et al. [6] 

 
Bayesian classifier 

Clear segmentation of vessels 
from the background pixels 

Relatively low sensitivity 
and saturation of 
performance with adding 
data to training set. 

 
Bansal et al. [7] 

Fuzzy Classifier  
Relatively high accuracy. 

Relative high 
computational complexity 
with increasing features 
and performance saturation 
for less number of features. 

 
Budai et al. [8] 

 
Frangi algorithm 

Low computational 
complexity. 

Relatively low accuracy 
owing to lesser number of 
features extracted. 

Wong et al. [9] Seeded mode tracking approach 
with feature computation.  

Relatively high accuracy. Not applicable for low 
resolution images. 

Khawaja et al. [10] Directional Multiscale Line 
Detectors 

Robust multi-variate classifier.  
 

Relatively low accuracy 

Islam et al. [11] Deep-learning-based approach Relatively high accuracy with 
low and high level features 
extracted through hidden layers 
of Deep Neural Network. 

Relatively high 
computational complexity. 

Ceccon et al. [12]  Naïve Bayes Classifier Probabilistic approach robust 
for overlapping features. 

Background enhancement 
and noise removal not 
explored.  

  
3.Methods 
With the availability of exhaustive digital data records in the medical field coupled with the 
increasing processing powers of computational algorithms, automated detection of glaucoma 
has gained prominence. For accurate classification of glaucoma images, it is fundamentally 
important to pre-process the images prior to actual classification [33]. In this paper, each of the 
sub-processes employed for image enhancement and subsequent feature extraction are 
explained in this section. 
 
RGB to Grayscale Conversion: Typically, acquired fundus images are contain three color 
channels which are Red, Green and Blue (RGB channels). Analyzing high resolution RGB 
images requires much higher compute power as compared to analyzing images with a single 
intensity variable as in the case of grayscale images (with grayscale or intensity variable). The 
luminosity algorithm for RGB to grayscale conversion is done based on the following relation 
[16]: 
 

   𝑰𝑮𝑺 = 𝟎. 𝟐𝟖𝑹 + 𝟎. 𝟓𝑮 + 𝟎. 𝟎𝟗𝑩                      (1) 
Here, 
𝐼 corresponds the pixel value of the grayscale image. 
𝑅corresponds to the red component of the pixel. 
𝐺corresponds to the green component of the pixel. 
𝐵corresponds to the blue component of the pixel. 
 

𝑮(𝒙, 𝒚) = 𝒌𝒆
(𝒙𝟐 𝒚𝟐)

𝒔𝟐                             (2) 
Here, 
𝑮(𝒙, 𝒚)is the Gaussian Kernel. 
𝒌represents the normalizing co-efficient. 



AUTOMATED DETECTION OF GLAUCOMA IMAGES EMPLOYING CDR COMPUTATION AND BAYESIAN REGULARIZATION 
ALGORITHM 

 
Journal of Data Acquisition and Processing Vol. 38 (2) 2023      4897 

𝒔represents the scaling co-efficient of the kernel. 
(𝒙, 𝒚)represent the spatial co-ordinates. 
 
The reflection co-efficient value 𝐼 (𝑥, 𝑦) is estimated by convolving the input image and the Gaussian function 
in the periphery bound the contour ′𝐶′. The weight co-efficient 𝒘is updated throughout the contour for the number 
of scales 𝒊 = 𝟏: 𝒏.  Further a linear transform to adjust the objectively captured image 𝐼 and the corrected image 
𝐼  is given by [36]: 
 

𝑰𝑪 = 𝜷𝟏𝒍𝒐𝒈𝒆𝑰 + 𝜷𝟐                                (3) 
Here, 
 
 
 
𝐼and𝐼  corresponds to the physically captured and illumination corrected images respectively.  
𝜷𝟏 𝒂𝒏𝒅 𝜷𝟐are correction constants. 
 
The next process is the computation of the two-dimensional spatial correlation given by [37]-[39]:  
 

𝑪(𝒙, 𝒚) =
𝑰(𝒙,𝒚) 𝑰𝑪(𝒙,𝒚)

𝑰(𝒙,𝒚) 𝑰𝑩(𝒙,𝒚)
. 𝒌                            (4) 

Here, 
𝐶represents the correlation. 
𝑘denotes the normalizing co-efficient. 
𝐼denotes the original image 
𝐼 denotes image correlation 
𝐼 denotes image background 
 
The histogram normalization is computed based on the difference in the eigen values of the original and 

corrected image given by: 
|𝒌𝑰 − 𝑰𝑪|            (5) 

 
The covariance of the image can be computed as: 
 

𝑪𝑽 =
𝒎𝒆𝒂𝒏 [𝑰(𝒙,𝒚) 𝑰𝑪(𝒙,𝒚)]

|𝒌𝑰 𝑰𝑪|
                     (6) 

Here,  
𝑚𝑒𝑎𝑛denotes the average operation. 
 

The subsequent process is to add the product of the weight matrix and normalized co-variance co-efficient to the 
originally corrected image given by: 
 

𝑵𝑰 = 𝑰(𝒙, 𝒚) − 𝑰𝑪{(𝒙, 𝒚)} + 𝒎𝒆𝒂𝒏(𝒘 ∗ 𝑪𝑽)]       (7) 
 

Here, 
𝑁 denotes the normalized image. 
𝑤denotes the correlation weights. 
 
Segmentation of Optical Cup and Disc:  
A critical attribute to differentiate among glaucoma positive and negative images is the cup to 
disc ratio (CDR) [40]. The vertical cup to disc ratio (CDR) is a widely accepted clinical 
parameter that is used for optic nerve health (ONH) assessment. The CDR value of aglaucoma 
patient is relatively larger than the normal one. The DDR value is computed as [41]: 
 

𝑪𝑫𝑹 =
𝒓𝒂𝒅𝒊𝒖𝒔 𝒐𝒇 𝒄𝒖𝒑 𝒇𝒓𝒐𝒎 𝒐𝒓𝒊𝒈𝒊𝒏

𝒓𝒂𝒅𝒊𝒖𝒔 𝒐𝒇 𝒅𝒊𝒔𝒄 𝒇𝒓𝒐𝒎 𝒐𝒓𝒊𝒈𝒊𝒏
(8) 
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The CDR can be computed by first segmenting the cup and disc regions of the retinal fundus 
image and subsequently estimating the cup and disc diameters. One of the major challenges in 
this domain is to attain low computational complexity for the system and hence a Euclidean 
distance based interpolation method is adopted in this method. For this  
 
 
purpose, the pixel correlation is computed for a patch of images wherein the inpainting is to be 
applied and is expressed as: 
 

𝑪𝒑𝒂𝒕𝒄𝒉 = ‖𝑷𝑻 − 𝑷𝑪‖𝟐                      (9) 

Here, 
𝑪𝒑𝒂𝒕𝒄𝒉denotes the squared Euclidean norm for the patch. 
𝑷𝑻denotes the target patch. 
𝑷𝑻denotes the candidate patch. 
 
Next, the pixels are weighed averages of the existing pixels satisfying the interpolation condition: 
 

𝒁 = 𝒂𝒓𝒈𝒎𝒊𝒏(𝑷𝑻 − 𝑷𝑪) ≪ 𝒎𝒆𝒂𝒏|𝑷𝑺|        (10) 
Here, 
𝑍is the minimum interpolated difference co-efficient. 
𝒎𝒆𝒂𝒏|𝑷𝑺|is the average pixel magnitude of the patch. 
 
The patch based approach for segmenting the cup and disc are effective as there are overlapping boundaries in 
the fundus images and clear boundary identification is infeasible computationally. The cup and disc patches are 
identified based on the sum of average and consecutive standard deviations given by: 

𝝁 +
𝝈𝟐

(𝝈 𝟏)𝟐                              (11) 

Here, 
𝜇is the average pixel values. 
𝜎is the standard deviation. 
 
This type of interpolation allows cup and disc estimation of both the mean pixel values as well as the extremities 
based on the standard deviations. This serves as a more robust technique compared to the conventional averaging 
approach. To identify the patch, the radial gradient of the fundus image is to be computed given by: 

 

𝒈𝒓 =
𝝏

𝝏𝒓
∮

𝑰(𝒙,𝒚)

𝟐𝝅𝒓
𝒅𝒔|

𝒓,𝒙𝒇,𝒚𝒇

𝒓,𝒙𝟎,𝒚𝟎
                     (12) 

Here, 
(𝑥, 𝑦)denote image pixels 
𝑟denotes radius 
𝑔 denotes radial gradient  
 
Noise Removal: The next approach is the removal of the inherent noise effects in the image 
whose occurrence may the have following reasons [19]. 
1) Addition of electronic noise in the image due to the use of amplifiers in the sensing 
device which is also termed as white or Gaussian noise. 
2) The abrupt change or spikes in the analog to digital converters sued in the circuity of 
the fundus image causing salt and pepper noise patterns. 
3) The multiplicative noise effect due to the inconsistent gain of the adaptive gain control 
(AGC) circuity used for capturing or retrieving the fundus image [20]. 
4)  The lack of pixels while capturing the image resulting in frequency mean valued 
interpolations in the reconstructed image causing Poisson image [21]. 
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𝑪𝑾𝑻(𝒙, 𝒔, 𝜹) = 𝒔
𝟏

𝟐 ∫ 𝒙(𝒕) ∅∗(
𝒕 𝒔

𝜹
)𝒅𝒕         (13) 

Where, 
𝑠, 𝛿 ∈ 𝑅represent the scaling (dilation) and shifting (translation) constants constrained to the condition 𝛿 ≠ 0. 
∅∗is the Wavelet Family or Mother Wavelet 
𝑡is the time variable 
𝑥(𝑡)is the time domain data.  
 
For implementing the wavelet transform on the image dataset, the sampled version of the continuous wavelet 
transform yields the discrete wavelet transform given by: 

𝑫𝑾𝑻(𝒙, 𝒎, 𝒏) = 𝜹𝟎
𝒎

𝟏

𝟐 ∑ 𝒙(𝒊)∅∗ 𝒏 𝒊𝒔𝟎
𝒎

𝒔𝟎
𝒎𝒊  (14) 

Where, 
𝑥(𝑖)is the discrete 𝑘 × 1 vector. 
𝑠 is the discrete scaling constant. 
𝑖𝑠 is the discrete shifting constant. 
 
 
The discrete wavelet transform yields two distinct low and high pass values based on the number of levels of 
decomposition and wavelet family given by the approximate co-efficient (CA) and detailed co-efficient (CD). The 
approximate co-efficient values are typically the low pass values containing the maximum information content of 
the image while the detailed co-efficient values account for the noisy spectral part[45]. Retaining the low pass co-
efficients and recursively discarding the high pass co-efficients allows to de-noise the image [46]. The choice of 
the wavelet family impacts the estimation of the noise gradient vector given by: 
 

𝑮𝑵 = 𝒌
𝛁𝑰

𝛁𝑰𝑭
                  (15) 

 
The value of the second order normalizing gradient as a function of spatial co-ordinates is given by: 
 

𝒒(𝒙, 𝒚) =
𝒄𝟏(𝛁𝑰

𝑰𝑭
)𝟐 𝒄𝟐(𝛁𝟐𝑰

𝑰𝑭
)𝟐

(𝟏 𝒄𝟑(𝛁𝟐𝑰
𝑰𝑭

)𝟐
       (16) 

 
 
Here, 
𝐼denotes the original image. 
𝐼 denotes the fused image after normalization. 
𝑮𝑵denotes the normalizing gradient. 
∇represents the gradient. 
∇ represents the Laplacian. 
 
Feature Extraction: After the pre-processing and enhancement of the image is performed, the next process is the 
computation of statistical and texture based features from the image dataset. In recent literature it is found that a 
combination of both statistical and texture features are effective for classification problems. The features 
computed in the paper are [47]-[48]: 
 

𝑴𝒆𝒂𝒏 =
𝟏

𝑵
∑ 𝒇𝒊,𝒋

𝑵
𝒊,𝒋     (17) 

 

𝒔. 𝒅. =
𝟏

𝑵
∑ (𝒇𝒊,𝒋 − 𝒎𝒆𝒂𝒏)𝟐𝑵

𝒊,𝒋      (18) 

 

𝒗 =
𝟏

𝑵
∑ (𝒇𝒊,𝒋 − 𝒎𝒆𝒂𝒏)𝟐𝑵

𝒊,𝒋              (19) 

 

𝒔𝒌𝒆𝒘𝒏𝒆𝒔𝒔 =
𝟏

𝑵
∑ (𝒇𝒊,𝒋 − 𝒎𝒆𝒂𝒏)𝟑𝑵

𝒊,𝒋

𝟑
      (20) 

 

𝑲𝒖𝒓𝒕𝒐𝒔𝒊𝒔 = 𝑬[
𝑿 𝒎𝒆𝒂𝒏

𝒔.𝒅.

𝟒

]      (21) 
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𝒓𝒎𝒔 =
𝟏

𝒏
∑ 𝒑𝒊

𝟐𝒏
𝒊 𝟏       (22) 

 
 

𝑬𝒏𝒆𝒓𝒈𝒚 = ∑ 𝒑𝒊,𝒋

𝟐𝑵
𝒊,𝒋               (23) 

 

𝑪𝒐𝒏𝒕𝒓𝒂𝒔𝒕 =
𝟏

𝒎𝒏
∑ [𝑿(𝒊, 𝒋) − 𝒎𝒆𝒂𝒏{𝑿(𝒊, 𝒋)}]𝟐𝒎,𝒏

𝒊,𝒋     (24) 

 

𝑪𝒐𝒓𝒓𝟐𝑫 = ∑
(𝒊 𝒎𝒙)(𝒋 𝒎𝒋)𝑷𝒙,𝒚

𝒔𝒅𝒙𝒔𝒅𝒚

𝑴,𝑵
𝒊,𝒋                    (25) 

 
𝑬 = −𝑷[𝑰𝒙,𝒚]𝒍𝒐𝒈𝟐[[𝑰𝒙,𝒚]                     (26) 

 

𝑯 = ∑
𝑷𝒊,𝒋

𝟏 (𝒊 𝒋)𝟐

𝑴,𝑵
𝒊,𝒋                              (27) 

 
𝒔𝒎𝒐𝒐𝒕𝒉𝒏𝒆𝒔𝒔 =

𝒂

𝟏 𝒂
                          (28) 

 
Here, 
𝑓 , corresponds to the ith colour component for pixel j 
𝑚𝑒𝑎𝑛 (𝑚) denotes the average of the statistical features. 
𝑠. 𝑑.denotes standard deviation 
𝑣denotes the variance  
𝑛denotes the number of pixels 
𝑝denotes the pixel value. 
𝑃denotes the probability of occurrence of pixel I w.r.t. pixel j. 
𝐶𝑜𝑟𝑟 denotes 2-dimensional correlation 
𝑀 & 𝑁denote the number pf pixels along 𝑥 & 𝑦 
𝑚 denotes mean along x 
𝑚 denotes mean along y 
𝑠𝑑 denotes standard deviation along x 
𝑠𝑑 denotes standard deviation along y 
 
Feature extraction serves as a serves the purpose of extracting empirical statistical information from raw data. The 
feature values defined serve as the parameters based on which any automated tool would classify a new fundus 
image sample as a  positive or negative case of glaucoma. The veracity of the feature extraction process can be 
checked based on the correlation among the extracted features for a large dataset or a subset of the dataset. While 
individual image samples may exhibit divergences, yet the magnitude of such divergences in generally bound. 
Hence, a correlation among the extracted features would testify for the correctness of the feature extraction process 
and its applicability for pattern recognition by any automated classifier. 
The choice of suitable feature descriptor as well as the classification model is a major concern with automated 
techniques for glaucoma detection. Generic deep learning based models such as convolutional neural networks 
(CNNs), Region based CNNs i.e. RCNNs etc. use a gradient-based algorithms to tune the model parameters. Their 
generalization performance strongly relies on the number of training samples used and they tend to perform poorly 
with limited training samples. Further, these methods consider the classification error to tune the parameters [49]. 
It is worth mentioning that these models may not always generate the best feature descriptors since their training 
stops after reaching a high threshold value. Such performance on the training set does not guarantee better 
performance on unknown clinical data. The CDR value alone doesn’t render high accuracy of classification 
though. The combination of the CDR value along with the statistical features (handpicked) result in relatively 
higher accuracy. 
Design of Automated Classifier: The design of the automated classifier is critically important as the accuracy of 
classification critically depends on the design of the classifier. Generally, positive and negative fundus images 
show overlapping CDR and feature values. Hence a probabilistic approach is often effective. As fundus image 
processing is practically carried out in hospitals to medical facilities, hence deep learning algorithms which need 
large computational resources may render infeasibility to even a novel and accurate approach. This leads to a 
natural inclination towards the Bayesian Regularization algorithm [50].  
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the labelled data vector 𝑇𝑟 = [𝑓 … … … . 𝑓 ]    is fed to the bayesian regularized ann. the brann is chosen 
as it is an effective classifier. it works on the principle of Baye’s theorem of conditional probability. After the 
BRANN is trained, in the testing phase, the BRANN calculates the probability of an element to belong to a 
particular category. For a multi-class decision, the higher probability of a particular class decides the category of 
the data. In case of the BRANN tries to find out the probability of an image to be actually positive based on the 
probability before passing the judgement [51]For this, the important assumption which the BRANN makes is that 
of the accuracy of the classifier. This is dependent on the training accuracy which is available to the classier (on 
completion of training) and the number of positive images in the dataset (already available to the classifier as the 
dataset provided by the user, which the classifier assumes to be true). The same logic applies to the negative 
fundus images. 
 
The weight of the network are to be chosen in such a way that it maximizes the conditional probability of a data 
belonging to a particular class. The weight updating rule is given by: 
 

𝒘𝒌 𝟏 = 𝒘𝒌 − 𝑱𝒌𝑱𝒌
𝑻 + 𝝁𝑰

𝟏
𝑱𝒌

𝑻𝒆𝒌                (29) 

Here, 
𝑤 is weight of present iteration k 
𝑤 is weight of next iteration (k+1) 
𝑒 is error of present iteration 

𝐽 is the Jacobian Matrix which contains 2ndorder derivatives of errors w.r.t. weights i.e.  

𝐽 is the transpose of the Jacobian Matrix 
𝐼is an identity matrix 
𝜇is the step size or combination co-efficient which is the amount by which the weight changes in each iteration 
 

Implementing the BR algorithm needs a clear understanding of the Bayesian Theorem for conditional probability 
stated as: 

𝑷𝒓𝒐𝒃 
𝑴

𝑵
=  

𝑷𝒓𝒐𝒃 
𝑵

𝑴
.𝑷𝒓𝒐𝒃 (𝑴)

𝑷𝒓𝒐𝒃 (𝑵)
               (30) 

Here: 

M and N are two random events 

𝑃𝑟𝑜𝑏 represents the probability of event M given event N is true or has already occurred 

𝑃𝑟𝑜𝑏 represents the probability of event N given event M is true or has already occurred 

𝑃𝑟𝑜𝑏 (𝑁)represents the individual probability of event N 

𝑃𝑟𝑜𝑏 (𝑀)represents the individual probability of event M 
 
Typically a regularization term 𝜎 is added so as to avoid the chances of overfitting by avoiding a strong bias for 
the weights updates. The proposed algorithm is explained subsequently. 
 

 
Proposed Algorithm: 
{ 
Start. 
Step.1: Prepare labelled training vector for the classifier.  
 

𝒎𝒔𝒆 =
𝟏

𝒏
(𝒑𝒊 − 𝒂𝒊)

𝟐

𝒏

𝒊 𝟏

 

Where, 
𝒑is the predicted value. 
𝒂is the actual value. 
 
 
Step. 2: Employ RGB-Grayscale conversion based on the relation: 
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𝑰𝑮𝑺 = 𝟎. 𝟐𝟖𝑹 + 𝟎. 𝟓𝑮 + 𝟎. 𝟎𝟗𝑩 
 
Step.3: Segmentation and CDR calculation: 
 
Compute the radial gradient as: 
 

𝒈𝒓 =
𝝏

𝝏𝒓

𝑰(𝒙, 𝒚)

𝟐𝝅𝒓
𝒅𝒔|

𝒓,𝒙𝒇 ,𝒚𝒇

𝒓,𝒙𝟎,𝒚𝟎

 

 
Compute:𝒂𝒓𝒈𝒎𝒊𝒏(𝑷𝑻 − 𝑷𝑪) 

𝒊𝒇 (𝒂𝒓𝒈𝒎𝒊𝒏(𝑷𝑻 − 𝑷𝑪) ≪ 𝒎𝒆𝒂𝒏|𝑷𝑺| 
Replace patch with 𝒎𝒆𝒂𝒏|𝑷𝑺| 

𝒆𝒍𝒔𝒆 
Replace patch with: 

𝟏

𝒏
( 𝝁 +

𝝈𝟐

(𝝈 + 𝟏)𝟐

𝒏

𝒊 𝟏
 

 
Step.4: Compute the CDR value as: 

𝑪𝑫𝑹 =
𝒓𝒂𝒅𝒊𝒖𝒔 𝒐𝒇 𝒄𝒖𝒑 𝒇𝒓𝒐𝒎 𝒐𝒓𝒊𝒈𝒊𝒏

𝒓𝒂𝒅𝒊𝒖𝒔 𝒐𝒇 𝒅𝒊𝒔𝒄 𝒇𝒓𝒐𝒎 𝒐𝒓𝒊𝒈𝒊𝒏
 

 
 
Step.5: For illumination correction, compute the convolution of the Gaussian kernel and the original image 
bounded by the contour ′𝑪′. 
 

𝒇𝒐𝒓 (𝒊 = 𝟏 𝒕𝒐 𝒏𝒐. 𝒐𝒇 𝒔𝒄𝒂𝒍𝒆𝒔) 
{ 

𝑰𝑹(𝒙, 𝒚) = 𝒘[𝑰𝑶(𝒙, 𝒚)

𝒏

𝒊 𝟏

∗ 𝑮(𝒙, 𝒚)] ∀ (𝒙, 𝒚)𝝐𝑪 

𝒔𝒂𝒗𝒆 𝒎𝒂𝒕𝒓𝒊𝒙 𝒘𝒊 
} 
Step.6: Compute:  

|𝒌𝑰 − 𝑰𝑪| 
Update the normalized 2-dimensional covariance matrix as: 

𝑪𝑽 𝒏𝒐𝒓𝒎 =
𝟏

𝒎 ∗ 𝒏
(𝒙𝒊 − 𝒙𝒊)(𝒙𝒊 − 𝒙𝒊)

𝒏

𝒋 𝒊

𝒎

𝒊 𝟏

 

 
Step.7: Generate fused images as: 
 

𝑰𝑭 = 𝒘𝑪𝑽 𝒏𝒐𝒓𝒎𝑰 + 𝑰𝑪 
 
Step.8: Decide decomposition levels ′𝒏′ and family of wavelet function. 
 
Step.9: Compute the normalizing gradient as: 
 

𝒒(𝒙, 𝒚) =
𝒄𝟏(𝛁𝑰

𝑰𝑭
)𝟐 + 𝒄𝟐(𝛁𝟐𝑰

𝑰𝑭
)𝟐

(𝟏 + 𝒄𝟑(𝛁𝟐𝑰
𝑰𝑭

)𝟐
 

 
Step.10: 𝒇𝒐𝒓 𝒊 = 𝟏: 𝒏 

𝒓𝒆𝒕𝒂𝒊𝒏 𝑪𝑨 𝒂𝒏𝒅 𝒅𝒊𝒔𝒄𝒂𝒓𝒅 𝑪𝑫 
 
Step.11: Compute the Normal and Cumulative Histograms of the original and de-noised images, along 
with the histogram metrics. 
 
Step.12: Compute Feature Distribution over the entire range of image index. 
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Step.13: Initialize weights (𝒘) randomly. 
 
Step.14: Fix the maximum number of iterations (𝒏). 
 
Step.4: Define cost function as the mean squared error (mse) as: 
 
Step. 15: Train the Network using the training rule: 

𝒘𝒌 𝟏 = 𝒘𝒌 − 𝑱𝒌𝑱𝒌
𝑻 + 𝝁𝑰

𝟏
𝑱𝒌

𝑻𝒆𝒌 
 
Step.16: Test network and compute accuracy. 
Stop. 
} 
 
The performance of the proposed system is primarily computed in terms of the iterations to training convergence 
and the accuracy of the classifier. Less to moderate number of iterations imply that it would be practically feasible 
to implement the algorithm on hardware with processing power and memory constraints. 
The performance metrics computed as: 
 
The classification accuracy is computed as: 
 

𝑨𝒄 =
𝑻𝑷 𝑻𝑵

𝑻𝑷 𝑻𝑵 𝑭𝑷 𝑭𝑵
                          (31) 

 
The sensitivity or recall is computed as: 
 

𝑺𝒆 𝒐𝒓 𝑹𝒆 =
𝑻𝑷

𝑻𝑷 𝑭𝑵
                             (32)   

 

The precision is computed as: 

𝑷𝒓 =
𝑻𝑷

𝑻𝑷 𝑭𝑷
                         (33) 

The specificity is computed as: 

𝑺𝒑 =
𝑻𝑵

𝑻𝑵 𝑭𝑷
                         (34) 

 
Here, 
(TP): True Positive 
(TN): True Negative 
(FP): False Positive 
(FN): False Negative 
 
 
1.Results 
For the purpose of this study, 1000 images comprising of both positive and negative cases of glaucoma have been 
obtained from the Kaggle dataset [26]. The images acquired are .jpg images which three colour channels viz. R, 
G and B. The image enhancement and feature extraction has been performed on Matlab 2020a, with a RAM of 
8GB and an i5-9300H CPU. All the images are first converted to common dimensions of (256 x 256). The features 
are then used to train a Deep Bayes Net with along with the typical CDR values. The performance metrics chosen 
are the accuracy of classification and prediction error in terms of the TP, TN, FP and FN values respectively. The 
results have been presented subsequently. 
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Figure 3 Original fundus image 

 

 
Figure 4 Grayscale Image 
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Figure 5 Enhanced image 

 
Figure 6 (a) Nerve Separation (Normal) (b) Nerve Separation (Glaucoma) 

 
Figure 7 (a) Optical Disc Separated (b) Optical Cup Separated 
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Figure 8Haarlet decomposition at level 3. 

 
Figure 9Histogram Analysis of original image 

 
Figure 10Histogram Analysis of approximated image 
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Figure 11Histogram Analysis of detailed co-efficients of image 

 
Table 2Statistical parameters of the wavelet decomposition. 

S.No. Parameter  Values Class 

1. Minimum  0  
 
 
Original Image 

2. Maximum 0.9295 

3. Mean 0.3415 

4. Median 0.3703 

5. Standard Deviation 0.1524 

6 Mean Absolute Deviation 0.05355 

7. Minimum  0.002951  
 
Approximate Co-efficient values 

8. Maximum 0.9165 

9. Mean 0.3415 

10. Median 0.3706 

11. Standard Deviation 0.1511 

12. Mean Absolute Deviation 0.05354 

13. Minimum  -0.1592  
 
Detailed Co-efficient values 
 

14. Maximum 0.1592 

15. Mean 0 

16. Median 0 

17. Standard Deviation 0.01232 

18. Mean Absolute Deviation 0.005539 

 
Table 3 Statistical Features 

Features Normal Fundus Image Glaucoma Fundus Image 
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Contrast 0.362500000000000 0.328409090909091 

Correlation 0.151836572326215 0.179081293145884 

Energy 0.700218879132232 0.723267045454546 

Homogeneity 0.915729166666667 0.921979166666667 

Mean 0.00652645881744487 0.00227212218788613 

Standard Deviation 0.106429183594269 0.106604988215597 

Entropy 3.53356796596205 3.43675888527571 

RMS 0.106600358177805 0.106600358177805 

Variance 0.0111929089863435 0.0111892474804911 

Smoothness 0.923435573787053 0.807650945366392 

Kurtosis 6.63089615157184 6.70718347384146 

Skewness 0.512491012022217 0.483428823467213 

 
Figure 12Distribution of feature values 
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Figure 13Mesh Plot of features 

 
Table.4Typical CDR values 

Test Image Normal Fundus Image Glaucoma Fundus Image 

1 0.486 0.628 

2 0.482 0.592 

3 0.458 0.648 

4 0.620 0.588 

5 0.581 0.575 

6 0.501 0.680 

7 0.562 0.695 

8 0.591 0.578 

9 0.510 0.640 

10 0.595 0.655 
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Figure 14Confusion Matrix 

 
Table 5Performance Metrics 

Parameter Accuracy% Sensitivity 
Or Recall% 

Specificity% Precision% 

Value 0.980 0.9866 .9733 .9736 

 
Table 6Comparative Analysis w.r.t. existing work 

Method Accuracy 
Salam et al. 87% 

Naik et al. 97.20 

Sarkar et al. 97.58 

Proposed 98.0% 
 

  
Figure 3 depicts a sample fundus image which has been used for pre-processing and image 
enhancement followed by feature extraction. Figure 4 depicts the image after grayscale version 
of the image depicted in figure 3.  Figure 5 depicts the background hue, saturation, values 
(HSV) estimation for the fundus image and subsequent image enhancement. The estimation of 
the HSV is helpful for image quality assessment (IQA) and facilitates the image enhancement 
process. The background normalization process helps to clearly identify the region under 
interest and further feature extraction.Figure 6 depicts the segmentation and separation of the 
optic nerves for the fundus images for both glaucoma positive and negative image. Figure 7 
depicts the patch segmentation and identification of the optical cup and discs which later yields 
the CDR values.Figure 8 depicts the haarlet decomposition of the image at level 3. The choice 
of the haar wavelet family has been made due to the efficacy of the haarlet corresponding to 
image analysis. Sudden changes and spikes in image pixel values are filtered out using the 3rd 
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level decomposition. In the process, the approximate co-efficients are retained while discarding 
the detailed co-efficient of each level of decomposition. This allows the retaining maximum 
image information while discarding the noisy part of the image. The wavelet decomposition 
has been truncated to three levels to limit the system complexity. Increasing the decomposition 
levels beyond 5 has not shown significant improvement in image resolution based on the 
histogram analysis. The effectiveness of the recursive wavelet decomposition has been carried 
out based on the histogram analysis of the original and wavelet- processed images. Figure 9 
depicts the normal and cumulative histogram of the original image. The normal and cumulative 
histograms clearly render the statistical features of the image in the transform domain (DWT-
domain). Six critical statistical features in the transform domain have been chosen in this case 
for the analysis which are maximum value, minimum value, mean value, median, standard 
deviation and mean absolute deviation. Figures 10-11 depict the normal and cumulative 
histograms of the approximated image after retaining approximate co-efficents. The figure 
depicts the normal and cumulative histograms of the detailed or noisy image after retaining 
detailed co-efficents.  The statistical co-efficients of the data are tabulated in table 1. 
From table 2, it can be clearly seen detailed co-efficient values however tend to deviate from 
the actual data stream as the number of levels increase. This clearly indicates that if the 
approximate co-efficient values are retained and the detailed coefficient values are discarded, 
then the amount of local variations and noise can be removed. The wavelet transform can be 
used to maintain monotonicity in local intervals so as to make the training more effective for a 
classifier. The above argument indicates that the wavelet decomposition for feature extraction 
can enhance the accuracy of prediction and also increase the regression for large data sets. As 
an illustration, two separate fundus images have been analysed using the proposed algorithm 
and their features have been tabulated in table 3. It can be observed that the statistical feature 
values have identical values for both positive and negative cases of glaucoma, which 
necessitates the use of an accurate classifier. Table 4 tabulates the typical CDR values of normal 
and glaucoma affected image. It can be clearly observed that both positive and negative classes 
have overlapping values. Figure 12 depicts the distribution of the feature values of the images 
which implies that the features depict good correlation. Figure 13 depicts the mesh plot of the 
features. The plot can be used to visualize the variation in the feature values. A correlation 
among the distribution of the feature values can be seen from figures 12 and 13 which imply 
coherence in the results. Figure 14 depicts the confusion matrix of the proposed system which 
is an indicator of the accuracy of the system. Table 5 presents the performance metrics for the 
proposed algorithm.Table 6 presents a comparative study with respect to existing work in the 
domain. It can be observed from table 6 that the proposed work attains relative higher accuracy 
compared to existing methods in the domain. 
 
5.Conclusion and future directions. 
This paper presents a feature extraction and automated classification method for glaucoma 
using Discrete Wavelet Transform, GLCM features and the Deep Bayes Net with 
regularization. The purpose of the work is to design a low computational complexity based 
method for automated glaucoma detection which can be implemented practically on hardware 
constrained platforms as well. The recursive haarlet transform has been used for removal of 
noise and disturbances from the data. Statistical features along with the CDR values are 
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computed and used as the training vector to train the deep neural network. The Deep Bayes Net 
has been used as it serves as an effective classifier for overlapping boundary datasets. It has 
been shown that the proposed system attains a classification accuracy of 98% which is at par 
with existing work in the domain. Future enhancements of the work can be employing self-
supervised (SSL) learning methods which would in turn reduce the time and effort in manual 
labelling of the datasets. 
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