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Abstract-Segmentation and validation of lung cancer images using artificial intelligence (AI) 
is a crucial area of medical imaging that can aid in early diagnosis, treatment planning, and 
monitoring of lung cancer patients. This research work designed a Computer Aided design 
model that enabled for the detection of Lung cancer with minimum execution time and least 
mean square error supported by SURF, GA, and FFBP-NN. The hybrid model also tested SIFT 
and PCA for feature vector in the preliminary phases. The PSNR after adding the white 
Gaussian noise to the feature vectors stood 44.16, 46.94 and 48.68 namely for PCA, SIFT, and 
SURF. The present research work used 75% for the training and rest for the classification. The 
feature vectors obtained by SURF are modified using GA. GA results into a reduced set of 
SURF feature vector by 22%. The optimized feature set is then passed to SVM and trained by 
FFBP-NN. The classification parameters are sensitivity and classification accuracy. The 
proposed algorithm obtains a classification accuracy of 97.89% whereas the obtained average 
sensitivity is 95.8%. It is then compared with previous implemented nanglia et.al (2020) 
algorithm and stands a growth of 1-2.5% for both the parameters. The future possibilities may 
include variation in the fitness function in the present work. The future research workers may 
also try their hand at varying neuron count for training. 

Introduction 

Lung cancer remains one of the most common cancers worldwide. It is a significant public 
health concern, with millions of new cases diagnosed each year. Lung cancer is broadly 
categorized into two main types: 

 Non-Small Cell Lung Cancer (NSCLC): This is the most common type, comprising 
around 85% of all lung cancer cases. It includes subtypes like adenocarcinoma, 
squamous cell carcinoma, and large cell carcinoma. 

 Small Cell Lung Cancer (SCLC): This type is less common but tends to be more 
aggressive. 
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Smoking continues to be the leading cause of lung cancer, although non-smokers can also 
develop the disease. Other risk factors include exposure to second hand smoke, occupational 
exposures (e.g., asbestos, radon), and genetic factors [1-4].  

CAD can be very useful for early detection of lung cancer. CAD divides the detection 
process into two phases namely Training and Classification. Figure 1.1 describe the working 
of CAD. Figure 1.1 shows the two processes namely training and classification. The 
classification process is often termed as detection process as well [5-7]. It starts with the 
training mechanism. The training involves feature extraction, followed by optimization. 

The optimized feature vector is passed to the learning model of the classification 
algorithm. As shown in Figure 3.1, after training, the trained set is stored in a database. There 
are several feature extraction and optimization algorithms. Some of them are listed in the 
literature [8-9] utilized geometric feature descriptors namely SIFT and SURF is utilized to 
extract feature vectors. These extracted feature vectors are then utilized in a ratio by the 
proposed algorithm.  

Later, the classification is done using k-Nearest Neighbour (K-NN). The designed model 
has used data-driven template-matching approach over the CT images [10-13] utilized SURF 
and presented a neighbourhood selection algorithm for the optimization of key points. The 
extracted features are utilized for the automated registration process. It took scaled data in the 
first step. 

“The extracted feature set is optimized using GA and then a hyperplane selection algorithm 
for Support Vector Machine (SVM) [14-17] is applied. The training and classification both the 
activities are performed by SVM utilized both (MRI) and CT images for the analysis SIFT and 
SURF is used for feature vector extraction. The evaluated results show that SURF depicts a 
number of key-points as compared to SIFT and it gets an edge over SIFT in this comparison & 
has been Utilized GA for the betterment of feature vectors [18-22]. 
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Figure 1.1: Working of Computer Aided Design Model (CAD) 

The optimized vector is passed to the Radial Basis Function (RBF) of SVM for classification. 
The performance evaluation is done on the basis of accuracy weight, True Positive (TP), and 
False Positive (FP) ratio, also utilized GA for optimization of feature vectors. Further, the work 
is carried out for template matching, proposed lung cancer classification mechanism using K-
NN and cuckoo search. The utilized fitness function aims to reduce the complexity of 
classification proposed the classification mechanism using Artificial Neural Network. The 
proposed work is compared with the nanglia.et.al algorithm [23-24]. 
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Proposed Solution 

The proposed solution uses SURF for feature vector extraction. As per the literature, 
optimization is necessary for feature vectors and therefore, GA is applied for the same. The 
proposed solution trains the optimized feature set using the FFBP Neural Network. The trained 
set is then passed for the classification. 

Feature Extraction and Training: 

 SURF results in key point feature vector. A total of 800 affected lung cancer images are 
binarized and then passed as input to it. 

 

Figure 1.2: Demonstration of different stages of Binarization of the CT image 

Table 1.1: Feature vector of SURF, SIFT and PCA 

Image  PCA->Principle 
Eigen Vector) 

SIFT-> Key Points SURF -> Key 
Points 

Image 1( 255 * 394 
) 

256 *1 252*252 221*64 

Image 2 (194*256) 256 *1 253*252 166*54 

Image 3 (182*278) 256 *1 252*252 169*32 

Image 4 (196*200) 256 *1 253*252 192*52 
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Here table 1.1. Illustrates the feature vectors extracted by SIFT, PCA, and SURF.  

 

Figure 1.3: Implementation of Feature Extraction algorithms in Testing & Training 
Panel 

 

Figure 1.4: Feature vectors extracted by SURF, SIFT and HOG algorithms 

SURF key points maps to most of the ROI part extracted in Figure 1.4 whereas, for the same 
input image, the key points of other algorithms do not provide close competition to SURF. The 
proposed work has tested the key points by adding some noise to all the key features of each 
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algorithm. How much any feature is pronto noise, can be evaluated by Peak Signal-to-Noise 
Ratio (PSNR). Each feature set is passed with the white Gaussian noise of intensity 0.1 
followed by the PSNR evaluation.  

PSNR = 10 ∗ Log10   

Table 1.2: Peak Signal- to -Noise Ratio (PSNR) with white Gaussian Noise 

PCA---- Average PSNR SIFT----- Average PSNR SURF---- Average PSNR 

44.16 46.94 48.68 

 

The PSNR of SURF is recorded to be the highest among all the three feature extraction 
technique. Hence SURF is finally selected as the key feature holder for further processing. The 
extracted feature set is passed to GA for the optimization and the following fitness function is 
utilized for the processing [24-28]. 

Table 1.3: Used Genetic Fitness Function 

GA Fitness if f(r) >  f(t) 

 

0 otherwise 

 

Where f (r) is the current feature vector and f (t) is the threshold of selection. The SURF features 
are reduced by 22-25% after implementing GA. The optimized feature set is passed to FFBP 
NN for training. FFBP NN is a multiclass classifier with Feed forwarding in order to satisfy 
the stopping constraints and it back propagates in order to validate the Mean Square Error 
(MSE). Neural Network mainly encompasses the three-layer mechanism. A brief description 
of layers of Neural Network is as follows. 

1. Input Layer: Takes the feature vector as input. No processing is done at this layer other 
than forwarding the data to the intermediate layer with ‘n’ number of neurons. 

2. Hidden Layer: The hidden layer utilizes weight function to convert data into a format, 
which is understandable by the architecture of machine learning. The weight function 
may be of the following types:  
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Linear: w = ax + b   

Quadratic: w = ax + bx + c  

Polynomial: w =  (ax + b)   

Where w is the converted weight of the input set a, b and c are the arbitrary constants where k 
is the polynomial power constraint. The simulation is performed by using MATLAB’s Neural 
Network Toolbox. The toolbox helps in the selection of the type of weight function depending 
upon the type of data utilized [29-30]. 

1. Output Layer: It can be further divided into two sub-categories namely the output layer for the 
training data and output layer for the test data. The training architecture of utilized Feed 
Forward Back Propagation Neural Network is as follow. 

Algorithm Train_NN (N1, Opt_set1, N2, Opt_set2) 

Where N1= Total number of cancerous images  

Opt1= Optimized Feature vector for N1 

N1= Total number of cancerous images  

 Opt1= Optimized Feature vector for N1 

1. gcount=1; Trainset= [ ]; //group count  
2. For each fvec in Opt1.Row 
3. Train_set(gcount,:)=Opt1_set1.Row.Value // Placing feature vector  
4. Group(gcount)=1; 
5. Gcount=gcount+1;   
6. End For  
7. Foreach fvec1 in Opt_set2.Row 
8. Train_set(count,)=Opt_set.Row. 
9. Group(count)=2 
10. End For 
11. Net=newff (Train_set, Group,20) // Initializing Neural Network(NN) Machine 

Learning with the train set, its target set named as a group and 20 Neurons. The neurons 
will help the hidden layer to initiate the weight machines [31]. 
 
 

12. Net. Training parameters. Add parameters (total iteration) =50; // Initialized neuron 
framework with 50 iterations at max. If the provided set of iterations is 50 even, then it 
is not necessary that it will have to complete 50 iterations. It depends upon the 
validation parameter value that how much iterations are required to process. 
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13. Trained Machine (Net); // Performing Training. The train set is initialized as empty and 
group set is accordingly set. The train set will contain both the values of the cancerous 
and the non-cancerous feature set. This data is passed to Neural training with varying 
weight function and the following training architecture is obtained [89]. 

 

Figure 1.5: Feed Forward Back Propagation Neural Network (FFBPNN) Training 

Figure 1.5 demonstrates the complete working of the Neural Network training mechanism. The 
parametric architecture for Neural Network is as follows: 

i. Total Iterations Max=600; 
ii. Validation Parameters: 4 

iii. Passed Number of Neurons:15 
iv. Attained Iteration: 350-400 
v. Numbers of Times Training done: 100  

The utilization of NN gives an edge of checking the back-propagation mechanism. Figure 1.6 
demonstrates the results of back propagation [31]. 
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Figure 1.6: Back Propagation (BP) 

Figure 1.6 represents the back propagation of NN. Out of 8 iterations, the structure of 2nd 
iterations are selected. This is because of the cross-reference of train data and validation data 
generated by the tool itself [92-94]. 

Experimental Results 

The train set contains around 75% of the total data and rest is used as a test set. Sensitivity and 
accuracy are calculated and is compared with (Kuruvilla and Gunavathi,). Sensitivity is the 
measure of true classified images out of true-labelled images. 

Sensitivity =  True Positive /True Positive +  False Negative   

Accuracy is the measure of performance in terms of true classification. In other words, how 
efficiently a classifier judges the affected samples, can be measured by accuracy. 

Accuracy =   (True Positive +  True Negative )/(True Positive + True Negative 

+ False Positive +  False Negative)    

True Negative= Left not affected samples out of total samples 

False Negative = Left affected samples out of total samples 

True Positive = True classified samples out of total samples 

False Positive= False classified samples for true samples 
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The average classification accuracy obtained by the proposed algorithm is 97.89%. The 
average sensitivity of the proposed algorithm is 95.8%. Compared to (nanglia et.al, 2021), the 
percentage growth is about 1-2%. 

 

Conclusion 

Segmentation and validation of lung cancer images using artificial intelligence (AI) is a crucial 
area of medical imaging that can aid in early diagnosis, treatment planning, and monitoring of 
lung cancer patients. In this research article, lung cancer prediction models have been proposed 
to assist clinicians in managing incidental or screen detected indeterminate pulmonary nodules. 
If, the malignancy in the lung nodules is recognized at the beginning phase, then survival 
chances may increase. Machines images that have generally been used to diagnose cancer 
within the body are X-Ray, CT, MRI, and PET. Radiologists have proposed different lung 
cancer prediction models like, feature fusion mechanism, reference-model, 3D-CNN, optical 
flow methods, and cloud-based CNN CAD system. This study also enables us to measure the 
challenges, benefits, and limitations of existing techniques. In the medical industry, Computer 
Aided Detection (CAD) aims to optimize the classification process.  

This research work designed a Computer Aided design model that enabled for the 
detection of Lung cancer with minimum execution time and least mean square error supported 
by SURF, GA, and FFBP-NN. The hybrid model also tested SIFT and PCA for feature vector 
in the preliminary phases. The PSNR after adding the white Gaussian noise to the feature 
vectors stood 44.16, 46.94 and 48.68 namely for PCA, SIFT, and SURF. The present research 
work used 75% for the training and rest for the classification. The feature vectors obtained by 
SURF are modified using GA. GA results into a reduced set of SURF feature vector by 22%. 
The optimized feature set is then passed to SVM and trained by FFBP-NN. The classification 
parameters are sensitivity and classification accuracy. The proposed algorithm obtains a 
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classification accuracy of 97.89% whereas the obtained average sensitivity is 95.8%. It is then 
compared with previous implemented nanglia et.al (2020) algorithm and stands a growth of 1-
2.5% for both the parameters. The future possibilities may include variation in the fitness 
function in the present work. The future research workers may also try their hand at varying 
neuron count for training.””” 
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