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ABSTRACT: Cloud computing is an influencing technology that emphasis on internet-
oriented development and computing capabilities of machines. Factors like scalability, 
adaptability, availability, pay for use scheme, virtualization and data handling within infinite 
space make it as a good option to be adopted by customers. With all these benefits, cloud 
computing has intended several trends in the area of computing and there are still some 
challenges that users face and one of the most important is load balancing. In this paper, 
centralized load balancing algorithm has been proposed that dynamically balance the load and 
ensures overall performance of the system. It aims to serve both end users and service providers 
profitably by managing data efficiently and focus on achieving high resource utilization, 
reduced job rejections, improved computational capabilities and building a fault tolerant 
system by creating backups. The results of cluster-oriented load balancing algorithm show 
reduction in response time, communication overhead and improved processing time. The 
experimental results thus obtained are presented with a detailed discussion and a comparative 
analysis may be carried out for checking the merit of newly proposed idea. 
KEYWORDS: Cloud computing, load balancing, virtual machine, scheduling, optimization, 
response time, resource utilization, dynamic clustering. 
 
Introduction: 
Cloud computing has become one of the major prosperous platforms for various broad-based 
technologies. For instance, computing like data from all the computers gets transferred into 
bigger desktops and thus, invents the studios of their customers again on personal computers 
[1]. Giant businesses show their keen interest in cloud computing for expanding and enhancing 
their technology, economy and reachability. Cloud computing is an unceasing technology 
evolving as a boon in an IT industry that ensures online, on demand services which are 
accessible anywhere. These services are dynamically reconfigured to reduce the total cost of 
ownership and increase return on investment to improve the reliability and efficiency of the 
computing model [2].  
It emphases on secure and reliable data management with scalable cloud. The role of Cloud 
service providers is to help users in the accessing of data from cloud in efficient manner. With 
the growing volume of data in clouds whether it is private or public, it emphasis on heavy 
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demand of wide range multi-tenant clouds. Rapidly evolving cloud computing is facing many 
challenges like storage, data handling, security, concurrency, load balancing etc. Large scale 
clouds with big data deals with more user requests that may develop heavy traffic in the 
network with available bandwidth. Random distribution of requests over available virtual 
machines from different users by data center controller may imbalance the load over various 
nodes [3]. To overcome such concerns suitable load balancing mechanisms are required to 
smartly enhance the efficiency of various scheduling mechanisms and performance factors. 
Balancing the Work Load on Cloud environment: 
Load balancing is a strategy of uniformly distributing workload among different nodes to 
achieve high user satisfaction and enhance performance factors. It deals with the foremost “task 
scheduling” with set of specified rules to realize the real ability of dividing the load in cloud.  
Load balancing is proposed to avoid the wastage of resources in condition of heavy demand 
and schedule the request in an orderly manner in resource sharing distributed environment to 
improve the performance. Load balancers are thus applied to balance the heterogeneous user 
requests using various load balancing optimization techniques [4]. Despite of load balancing 
in cluster or grid computing, techniques applied in cloud are totally different because of the 
online and on demand multi-tenant services. There are various optimization techniques like 
honey bee forging, ant colony, genetic algorithm, swarm optimization etc. has been proposed 
by researchers to optimize the load in both centralized and decentralized environment. Existing 
load balancing strategies can be classified as [5, 6,8]  : 
 Static load balancing: In this technique all the decisions for load balancing are 
predefined based on input. There is no provision for change of decision on the basis of current 
state of load. It requires prior knowledge of structure of system and availability of resources. 
 Dynamic load balancing: In this type of load balancing no need of prior knowledge of 
structure of system and input. The decision of load distribution depends on the current state of 
the system. The management of load is dynamic in nature. 
 Centralized load balancing: Centralized load balancing handle multiple instances in one 
session. Multiple request from different users request for numerous resources and centralized 
load balancing techniques succeed in serving various request in real time by providing 
requested resources. This focus on improving resource utilization and response time. There are 
many intellectually proposed centralized load balancing algorithms known to us. 
 Decentralized load balancing: In decentralized load balancing strategies, multiple 
requests are handled in different sessions and thus eliminates the problem of bottleneck nodes. 
This scheme has been considered better for service providers as well as users in terms of 
network by maintaining low network congestion. Several decentralized load balancing 
algorithms have been successfully framed.  
 Predictive load balancing: Predictive load balancing computes and estimate improved 
load division according to requirements from the trends that has been traced from previous 
techniques used in balancing load. It follows the previous study and strategically frame load 
balancing with its predictive nature. Predictive load balancing based algorithms has proved its 
significance by improving various computational capabilities. 
 Cluster load balancing: In this load balancing scheme, different groups of servers are 
formed that are allocated with different tasks to be executed. Formation of clusters can be either 
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static or dynamic in nature. Cluster based load balancing algorithms has been considered as 
most efficient as it supports effective resource utilization and low network overheads. Many 
novel ideas of cluster load balancing has been projected. 
Performance Evaluation   

i) Resource utilization: Resource utilization is the extent to which the resources are utilized. As a cloud is 
the pool for shared resources that are served as services in various forms to clients on some request. 
Management of resources should be done in such a way that being a most important asset maximum 
resource utilization may takes place. Many algorithms and models has been framed that enhance the 
resource utilization of the server pool. 

ii) Energy consumption: Data center controller must consume minimal energy while distributing 
heterogeneous incoming load from users among various nodes. Reduced energy consumption drives 
towards effective load balancing. There are various energy consumption models like network model, AP 
energy consumption model, switch energy consumption model etc. that has been projected in the cloud 
world to provide an energy efficient environment. In AP energy consumption model, two energy modes 
has been considered low power consumption in which no active users are attached and high power 
consumption in which AP is attached to active users. Therefore for an energy efficiency, the maximum 
nodes in the network must be in power saving mode or by switching them off if there is no traffic to 
carry. The power utilization of AP can be expressed as: 

P = 
𝑃𝑠 𝑖𝑓 load Ap = 0

𝑃𝑝𝑟𝑜𝑓𝑖𝑙𝑒 ∗ (0.75 + 0.25 ∗
 

  

 

Where, loadAP = current load of AP 
            Total AP capacity = maximum size supported by AP  

Pprofile = peak power utilization of corresponding profile. 
iii) Throughput: A good load balancing technique should have high throughput that describes the total no. 

of tasks being executed in a given unit of time. Several models and algorithms has been proposed that 
aims at achieving maximum throughput for optimized load balancing technique. So more the no. of tasks 
completed in per unit more is the throughput. Throughput of a system is given as: 

T =  

Where, Ncomplete= No. of tasks completed in per unit time of an event. 
Nassigned   = No. of tasks assigned to servers for that particular event. 

iv) Response time: Response time is defined as time interval between the response to the request and the 
arrival time of that request. Minimum the response time maximum is the effective load balancing 
technique. Task will get execute as soon as it will get the service from the computing system. Response 
time is defined as: 

Response time = 𝑓𝑖𝑟𝑠𝑡 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑡𝑖𝑚𝑒 − 𝑎𝑟𝑟𝑖𝑣𝑎𝑙 𝑡𝑖𝑚𝑒 
v) Fault tolerance and reliability: Fault tolerance is the ability of system to work accurately in suitable 

manner even in adverse conditions. The finest load balancing techniques objects to build a desired fault 
tolerant and a reliable system by creating backups and gaining maximum replies within a cloud 
environment. Reliability of the system depends upon the favorable replies it get for the tasks of a 
particular event with respect to the total no of tasks. Higher the reliability, maximum is the system output. 

P (success) = 
∑ .   

 .   
 

vi) Job rejection: There may be a situation of some overloaded as well as under loaded nodes due to non-
uniform distribution of load. An optimum load balancing technique aims at balancing load among nodes 
in such a way that maximum jobs can be handled at a time without inadequate rejections. Lesser the 
probability of failure, lesser is the no. of job rejections. 

P (failure) = 1- P (success) 

                                        1-
∑ .   

 .   
 

 
Fig.1 Load balancing 

Previous Work: 
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Many researchers tried to contend this essential issue in cloud computing to improve 
functioning of cloud by proposing various load balancing techniques that considered different 
prime factors and enhanced the way of balancing load. Load balancing algorithms focus on 
mapping the load depending on various proposed methods and has been classified on different 
features to optimize the computational capabilities of cloud [8]. 
Load balancers drive the tasks to resources by employing various functions to achieve desired 
objectives. Cloud computing provides us resources in the form of services under the policy of 
“pay as you go” with an appropriate service level agreement. Sometimes, these load balancers 
are applied on services existing or served load balancer as a service. Mazedur Rahman, Samira 
Iqbal and Jerry Rao [9]  proposed load balancer as a service (LBaaS) for balancing load in 
different OSI layers on the basis of strength, shortcomings and characteristics of load balancing 
techniques with excellent features like access control, usage tracking, billing, multi-tenancy, 
service connection, connection and security log etc. and Monika Simjanoska, SaskoRistov [10] 
gave a novel idea of low level load balancer (L3B) applied to infrastructure as a service (IaaS) 
that tends load in a way to provide maximum performance and resource utilization. It sustain 
features like cloud elasticity by dynamically providing resources on low network and reduce 
customer renting. 
Different cost aware models describing work flow algorithms were announced to schedule 
resources among incoming requests. Relevant cost aware challenges are classified based on 
system functionality, system architecture, quality of service and performance refining the cost 
of proposed idea. Enhancement in existing algorithms or new cost scheduling algorithms have 
been introduced to achieve main goals. Antony Thomas [12] in his paper has shown 
improvisation in min-min algorithm based on user priority and task length without giving 
special attention to the highest priority task whereas Monir Abdullah and Mohamed Othman 
[13] has studied the divisible load theory (DLT) and investigated its uses for designing a cost 
based multi Qos job scheduling for efficient strategy to minimize the processing time. Mrs. 
Nagamani H. Shahapure and Dr. JayarekhaP [14] had introduced a cost scheduling algorithm 
called load balancing with optimal cost scheduling algorithm in which list of services from 
service pack are scheduled to virtual machines depending upon their configuration and 
computing power with minimum execution cost.  
In cluster environment, network is divided into clusters that consist of various nodes on which 
various clustering algorithms are applied accordingly to obtain the desired objective. 
Mohammad S. Obaidat [15] has given a decentralized cluster based load balancing algorithm 
supporting scalability, heterogeneity, low network congestion using cloud sim whereas also 
the trend based prediction using ELB load balancing product of cloud has been introduced by 
He-Sheng WU to increase elasticity in cluster environment [16]. 
There are various optimization algorithm has been projected that involves dividing the load 
equally to resources and improves the throughput and performance of the system. Well known 
algorithms like ant colony, swarm optimization, honey bee, genetic algorithm followed best 
suitable scheduling algorithm and worked on different environment to improve the desired 
parameters representing fault tolerance, scalability, resource utilization and many others. 
Different proposed models available that ensures to improve the load balancing in cloud 
computing whose working has been based on the amendments being done in existing model or 
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new novel models has been proposed for dynamic environment. Depending on Bayesian 
cognitive model, Wei Wang and Guosun Zeng [16] in their paper has proposed to reduce the 
failure probability of assigning task and assurance of secure task execution using a trust 
dynamic scheduling algorithm. Also, a better model has been given by researchers using switch 
mechanism to adapt different strategies according to environment to balance load and 
improving resource utilization and availability using ANFIS and GSO load balancing 
algorithms. 
There are various computational capabilities that are being considered and achieved for load 
balancing in cloud computing. Among all these, resources are the most important assets whose 
effective allocation is gained with proper queuing system and scheduling. ShahinValkini [22] 
has modeled the systems with both constant and variable size jobs using birth-death process 
for resource allocation whereas Ritu Garg [23] in herpaperhas proposed adaptive workflow 
scheduling (AWS) that deals with resource availability heterogeneous dynamic environment 
.Multi resource load balancing algorithm for distributed cache aim at balancing cache and 
memory resources. An effective simulation has shown improvement in time efficiency and 
reconfiguration cost [27, 28, 29]. 
  

Characteristics Literature Nature  Environment Proposed concept Strength 

LOAD 
BALANCER [9] 

Dynamic Heterogeneous Critically examined 
load balancing 
techniques. 

Proposed load 
balancing as a 
service. 

Provides assessment on 
existing LBtechniques. 

Service model for LB. 

[10] Dynamic Heterogeneous Realized need for 
real time resource 
orchestration. 

Applied Novellow 
level load balancer 
to IaaS. 

Preserves cloud elasticity. 

Reduce power consumption. 

Reduced customer cost. 

Improves overall 
performance. 

COST [11] Dynamic and 
static 

Heterogeneous Scheduling 
techniques on the 
basis of cost and 
workflow. 

Presents challenges / 
findings of cost-
based scheduling 
techniques. 

Facilitate various aspects to 
find out optimal cost aware 
routing mechanism.  

Reduce power utilization. 

[12] Static Homogeneous Reviewed traditional 
algorithms based on 
user priority and task 
length. 

Improved resource 
utilization. 

Achievement of user 
satisfaction. 

Less make span of tasks. 



A CENTRALIZED CLUSTER BASED DYNAMIC LOAD BALANCING FRAMEWORK USING TASK SCHEDULING IN 
CLOUD COMPUTING ENVIRONMENT 

 
Journal of Data Acquisition and Processing Vol. 38 (2) 2023      687 

 

Improved scheduling 
algorithm is 
proposed. 

[13] Static Homogeneous Investigated the use 
of distribution of 
load theory 
mechanisms. 

Designed efficient 
strategies for 
scheduling jobs  

Minimized processing time. 

Maximum benefit gained by 
service provided. 

Enhanced quality of service. 

[14] Dynamic Heterogeneous Examined various 
LB optimization 
techniques 

Proposed an Optimal 
Cost Scheduling 
Algorithm . 

Minimized execution cost  

Reduced execution time. 

Dynamic scheduling 
improves overall 
performance. 

CLUSTER [15] Decentralized Heterogeneous Reckoned the 
importance of LB. 

Realized goal of LB. 

Proposed 
decentralized 
cluster-based 
algorithm.  

Supports heterogeneity. 

Achieved scalability. 

Low network congestion. 

Eliminated bottleneck nodes. 

[16] Predictive Heterogeneous Utilize resources 
dynamically with 
less time 
consumption. 

Insufficient elastic 
management of 
resources. 

Prediction-based  LB 
algorithm 

Performed prediction based 
LB. 

Provided high availability.  

Improved response time. 

Achieved scalability. 

OPTIMIZATION 
ALGORITHM 

[17] Dynamic and 
static 

Homogeneous 

And 
heterogeneous 

Discussed LB goals 
and concept. 

Compared 
parameters based on 
throttled scheduling 
and round robin 
algorithm. 

Concluded that Throttled LB 
algorithm consumes less 
cost. 

 

[18] Dynamic and 
static 

Homogeneous 

And 
heterogeneous 

Stated various issues 
related to LB. 

Studied several LB 
optimizing 
techniques. 

Measured and discussed 
various performance 
parameters.  

Comparison among different 
techniques. 
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MODEL [19] Predictive Heterogeneous Predict and calculate 
requirements of 
virtual machines. 

Proposed  a scalable 
framework for 
forecasting load 

Accurate estimation of load.  

This load-balancing 
framework has better effect 
compared with the default 
method of Xen server.   

[20] Dynamic Heterogeneous Inspired by Bayesian 
cognitive model. 

 

Execution of tasks in more 
secure way 

Improved execution time and 
reliability 

      [21] Dynamic and 
static 

Heterogeneous Roots of this paper 
resides in ANFIS 
and GSO algorithm.  

Presented refined LB 
algorithm. 

Improved resource 
utilization. 

Measureable increase in 
availability. 

RESOURCE  

ALLOCATION  

[22] Dynamic  Homogeneous 

And 
heterogeneous 

Developed various 
performance models. 

 

Analyzed tradeoffs for 
power consumption. 

Determined service 
fragmentation probabilities. 

[23] Dynamic and 
Static 

 

Heterogeneous Deals with 
heterogeneous 
dynamic grid 
environment 

 

QoS based Efficient resource 
utilization 

Minimum execution time. 

Supports rescheduling of 
tasks. 

Adaptable to changes. 

[24] Dynamic Homogeneous proposed a multi-
resource LB 
algorithm. 

An extensive 
simulation is 
conducted. 

Improved time efficiency. 

Reduced reconfiguration 

cost. 

Balanced CPU and memory 
usage. 

Low Execution time 

Minimized system 
imbalance degree. 

Table 1 Summary of various LB approaches.  
 
Problem identification: 
Load Balancing has become a one of the most important challenge in research area of cloud 
computing for efficient working of distributed cloud environment. The need for balancing load 
comes into account when explosive rise of data increases service request that are expected to 
be scheduled equally among available nodes. Increased volume of data needs to handle more 
user requests at a given instance of time which initiates imbalance of load among available 
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nodes and depreciate the resource utilization and throughput of the system. To conquer over 
random distribution of requests an augmented Load Balancing strategies are needed to be 
followed to enhance system output and complement in the progress of this burning technology. 
[25, 27, 30] 
In a cluster based Load Balancing algorithm in cloud computing with a concept of master and 
slave environment has been proposed by using cluster Load Balancing in which task of Load 
Balancing has been divided into two modules: 

i) Load distribution among masters: Each cluster is consists of a single master and various slaves and on 
arrival of every task performance factor of a master is calculated that describes the capability of the 
master and slaves associated with it and then, the task size is matched with the capability.  
 
If (performanceCurrentMaster<TaskSize) 
{  Broadcast Task;     } 

 Else {  
Broadcast task;  

Broadcast Performance factor;  
        }  

The role of master executes only when restricted flooding algorithm finishes.  
PerformanceCurrentMaster = memory (m) + bandwidth(b) + storage(s) 
On receiving a task size master checks the performance factor, if it is less than task size and master is 
not an inter cluster node discard it else it is suitable and add it as current master. On time expiration either 
change the cluster or the master. 
PerformanceCurrentMaster = w1*available Memory + w2*available Storage + 
w3*availableBandwidth 
Where, w1, w2 and w3 are some weight factors.  
 
The token passing algorithm is  used in the presence of more than one intercommunication node that is 
master token is being propagated to select an operating ICC for that cluster.  

ii) Load distribution from masters to slaves: The Cloud Analyst toolkit provides three inbuilt scheduling 
algorithms from master to slave: Round Robin which is used in this algorithm, Equally Spread Current 
Execution Load and Throttled. Performance metrics used are load per node, percentage of tasks executed 
and average processing time for execution of tasks. 

 
Percentage of tasks = Tasks Executed/Total Tasks Received * 100  

 
Although this is an efficient method for improving few computational capability and reduced network congestion 
but also increased communication overhead that effects resource utilization and response time of the system. To 
improve these consequences following solution has been offered.  
Following are the goals to be achieved in this paper with respect to Load Balancing: 

(i) To provide optimized task scheduling and resource utilization. 
(ii) To reduce the job rejections. 
(iii) Building a fault tolerant system by creating backups. 
(iv) Avail the system with optimized throughput. 
(v) Improving computational capabilities. 
(vi) Efficient dynamic Load Balancing. 

 
Proposed solution: 
A likely solution to this problem has been proposed in an efficient task scheduling Load Balancing algorithm 
using dynamic cluster based mechanism. In fig 2, a working model demonstrates the projected concept by 
introducing a centralized dynamic cluster based algorithm that reduce communication overhead, improve response 
time and increase resource utilization. There are various services offered by the cloud service provider to serve 
the different requests from clients and resourceful LB is one of them. 
In this novel scheme, the cloud network is divided into master-slave clusters that are created dynamically to 
balance the load among the slaves which are computing nodes of the cluster environment. Clients request for the 
services from the server pool through cloud based delivery followed by a supervisor that acts as an agent. The 
supervisor maintains a uniform distribution of incoming service request through the World Wide Web from 
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different clients that tends to access data as a resource by maintaining a check over different clusters through its 
database table which demonstrates which cluster is feasible to execute the task. When it finds an appropriate 
computing element to complete the execution of tasks, it command the load balancer to dynamically direct service 
request to master-slave cluster.  
PerformanceCurrentMaster= no. of slaves with SLAVE_BIT_STATUS 0 

Supervisor and leader node of clusters are updated on every incoming request and task completion through slaves 
and SLAVE_BIT_STATUS decides the availability of the slave. 
  If (SLAVE_BIT_STATUS==1) 
  {Slave is performing some tasks ;} 

Else 
{  Slave is free to execute incoming task ;} 

 
 

Fig.2.Cluster based LB model 
In the case of heavy traffic, supervisor depicts the need of creating new clusters to balance the load as if all the 
computing nodes are engaged with some task. It only notifies the requirement whereas cloud service providers 
are responsible to create a cluster for smooth execution in master-slave environment. Every cluster is consists of 
a single master and various slaves where masters are responsible for inter cluster communication that 
communicates with all other ICC nodes and slaves are computing nodes that handles tasks execution. 
 
Proposed solution: 
A likely solution to this problem has been proposed in an efficient task scheduling Load 
Balancing algorithm using dynamic cluster based mechanism. In fig 2, a working model 
demonstrates the projected concept by introducing a centralized dynamic cluster based 
algorithm that reduce communication overhead, improve response time and increase resource 
utilization. There are various services offered by the cloud service provider to serve the 
different requests from clients and resourceful LB is one of them. 
In this novel scheme, the cloud network is divided into master-slave clusters that are created 
dynamically to balance the load among the slaves which are computing nodes of the cluster 
environment. Clients request for the services from the server pool through cloud based delivery 
followed by a supervisor that acts as an agent. The supervisor maintains a uniform distribution 
of incoming service request through the World Wide Web from different clients that tends to 
access data as a resource by maintaining a check over different clusters through its database 
table which demonstrates which cluster is feasible to execute the task. When it finds an 
appropriate computing element to complete the execution of tasks, it command the load 
balancer to dynamically direct service request to master-slave cluster.  
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PerformanceCurrentMaster= no. of slaves with SLAVE_BIT_STATUS 0 
Supervisor and leader node of clusters are updated on every incoming request and task completion through slaves 
and SLAVE_BIT_STATUS decides the availability of the slave. 
  If (SLAVE_BIT_STATUS==1) 
  {Slave is performing some tasks ;} 

Else 
{  Slave is free to execute incoming task ;} 

  

 
Fig.2.Cluster based LB model 

In the case of heavy traffic, supervisor depicts the need of creating new clusters to balance the 
load as if all the computing nodes are engaged with some task. It only notifies the requirement 
whereas cloud service providers are responsible to create a cluster for smooth execution in 
master-slave environment. Every cluster is consists of a single master and various slaves where 
masters are responsible for inter cluster communication that communicates with all other ICC 
nodes and slaves are computing nodes that handles tasks execution. 
Proposed Framework:   
This section is divided into three subsections. Section I describes proposed architecture 
whereas section II gives the progressive algorithm on which the model works. Section III 
represents the technical process flow diagram with its explanation. 
Architectural Description 
Effective Load Balancing in cloud computing with increasing volume, velocity and veracity of 
data is a major concern to be achieved and improved. The proposed architectural design of 
master slave clustered environment focuses on entailing the improved Load Balancing in 
current scenario of cloud computing by improving various computational parameters. In 
distributed environment, clients request for the data from cloud servers using hypertext transfer 
protocol through web browser. There are many leading trends of cloud computing and 
challenges that are faced by intellectual researchers now a days and security is one of the most 
important. Authorized traffic is filtered at network level using firewall and intrusion detection 
system defined by some security policies for security. The request load is then monitored by 
cloud monitoring module and is then equally distributed among computing nodes using routing 
switch availability. 
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Fig.3 Dynamic Cluster based Load Balancing architecture 

Load Balancing is done either dynamically or statically depending upon the type of data that is 
being requested by the user through static load balancer and dynamic load balancer 
respectively. Static load balancer do not require knowledge of current state and strictly depends 
upon predefined rules whereas dynamic load balancer balances the load depending upon the 
current state of the system and is preemptive in nature. In dynamic Load Balancing instant 
processing is done as the request arrives and forwarded to the server array that act as an 
interface between master cluster environment and request scenario. Different servers available 
in the array make information retrieval system and processing of data quiet easier and simple.  
Overall performance of the system is enhanced by effective query processing system that are 
processed in cluster environment consisting of computational units known as slave which are 
guided by inter cluster communication node. Tasks are directed to slaves through masters 
where computation is being done and results are given to clients through cloud based delivery 
module of interface in the form of html pages. This systematic query processing ensures 
efficient Load balancing in cloud environment and stated architectural model helps us to 
achieve improvement in computational capability of the system. 
 
Progressive Algorithm: 
This progressive algorithm is dynamic cluster oriented task scheduling algorithm which is 
centralized in nature that focuses on improved resource utilization and response time. It is 
distributed into different steps and work as follows: 
a) STEP 1:PROCESS_MAIN () 
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 STEP 2: SETUP_SERVER_HANDSHAKE() 
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 STEP 3:SETUP_NEW_CLUSTER ()       

 
Process Flow Diagrams: 
Task is to be distributed by adopting different mechanism one is for Clusters and other is for 
Slaves.  
 
Task scheduling among clusters: 
For execution of any task, user request for resources through cloud service providers. Tasks 
are equally distributed in dynamic cluster environment using load balancers for effective 
scheduling supported by a supervisor. Supervisor is an agent applied for smooth mapping of 
tasks and keeps the track of all the clusters thus formed with their ID’s. It checks the capacity 
of cluster whether it is capable of executing that task or not. If yes, then that task is assigned to 
cluster and processing of that task takes place at desired unit otherwise it commands the cloud 
service provider to create a new cluster and then allocate that task for execution. After 
executing the task, the database it updated at different related modules. 

 
 
Task scheduling among slaves: 
Tasks are distributed among slaves through master of each cluster whose performance factor 
is verified by Supervisor. Performance factor of a master depends on the no. of computing 
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nodes that are available for execution of a task. After this the master checks for the Slaves 
availability through the SLAVE-BIT-STATUS. If it is 0, that means it is available for execution 
and the task is allocated to the slave and processing takes place otherwise it is busy and no 
more task can be assigned to it. After executing the task, slave respond request to master and 
also updates the database including all modules associated to it. 
 
Implementation: 
This section describes the details of modules thus generated foe execution environment and the 
setup phases for implementing the proposed concept: 

A. Proposed Technical Module Description  

a) Cluster: According to proposed methodology, the network is divided into clusters by applying above 
mentioned SETUP_NEW_CLUSTER () algorithm into one inter cluster communication node called 
master and other as slaves. There can be n number of clusters with their unique cluster ID’s consist of 
masters and master’s data. The set of cluster ID’s is defined as: C_ID= {C_ID 1, C_ID 2, C_ID 3, 
C_ID 4……..C_ID n}. 

 
 

S.NO ATTRIBUTE DESCRIPTION 

1 SUPERVISOR_ID supervisor id for each cluster is different 

2 C_ID unique identity no. of cluster initiated 

3 MASTER_ID This descripts identification of intercommunication node of a 
cluster. There is always a single master in a cluster. 

4 NO_OF_SLAVES Initially there are 3 slaves taken when cluster is formed 
dynamically. There can be n no. of slaves 

5 REMANING_SLAVES This shows the no. of slaves that are currently free in cluster and 
can be allotted with some task. 

6 SLAVE_BIT_STATUS 0= if bit status is 0 it shows that some of the slaves are free in the 
cluster, it can be 1 or more than one. 

1= if bit status is 1 it shows all the slaves of a cluster are busy. 

Table 2 Attribute description of cluster module 
 

b) Supervisor: Supervisor is responsible for dynamically balancing the load by uniformly assigning tasks 
to appropriate slave of a cluster. It maintains tables for all masters and their data with the attributes as 
BIT_STATUS, NO_OF_SLAVES, REMAINING_SLAVES, MASTER_ID and SUPERVISOR_ID 
at every incoming task and completion of task updating of the table will take pace. Before allocating 
the task to master, following process is followed: 

 Checks load of all the slave by initiating the masters of all the clusters. 
 Allocate the process to the desired slave. 
  

c) Master: Every initiated cluster will have a single inter cluster communication node called as master 
node. Master is a leader node of cluster that balance load among slaves. It will maintain data of slave 
nodes in database form that contains attributes as SLAVE_NO and SLAVE_BIT_STATUS describing 
the load on respective slave.  
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S.NO ATTRIBUTE DESCRIPTION 

1 SLAVE_NO. Slave no. is unique identity no. of a slave in a cluster 

2 SLAVE_BIT_STATUS 0= if slave bit status is 0,it means it is free. 

1= is slave bit status is 1, it means it is busy with some 
task. 

 
Table 3 Attribute description of master module 

 
d) Slave: Slave is a computing node of cluster environment that handles task execution and is directly 

connected to leader node. The role of slave is done when it updates the master table. There can be n 
no. of slaves in a cluster and set representation of slaves is as follows: 

Slaves = {S1, S2, S3, S4………Sn}. 
 

 
S.NO ATTRIBUTE DESCRIPTION 

1 SLAVE_NO. Slave no. is unique identity no. of a slave in a cluster 

2 SLAVE_BIT_STATUS 0= if slave bit status is 0,it means it is free. 

1= is slave bit status is 1, it means it is busy with some task. 

 
Table 4 Attribute description of slave module 

B. System and Experimental Setup Phases 

For the evaluation of the proposed work, cluster slave environment is generated with the system attributes and its 
configuration shown below as well as incorporated with the supervisor for the improvement in execution of the 
tasks. For experimenting, this idea of dynamic generation of cluster environment is accomplished while 
implementing this cluster algorithm XAMP server is used with increased cache size and execution time. 
The system configuration for implementing this scheme and experimental setup foe execution is tabulated below: 

 

 
Table 5 Technical configuration details for experiment phase 

 
Results: 
To implement and validated proposed mechanism the attributes are taken small at initial stage 
and varied or expanded according to demand of users. Fig.6 depicts the execution time of eight 
different processes.Processes are allocated to the modules efficiently even though earlier 
processes are being carried out simultaneously whereas Fig.7 demonstrates the execution time 
comparison between three processes each carrying n queries for execution. When the 
supervisor is applied to the cloud’s LB environment, it improves the execution time as it do not 

  Source Technical attributes Configuration 

Supervisor 
 

Apache Server Used XAMPP Server,  
an open source platform with 
Custom Settings with increased 
Cache Size and execution time for 
experimental purpose. 

MySQL Server 
 
Cluster 1 
 

Apache Server 

MySQL Server 

 Cluster 2 
Apache Server 
MySQL Server 

 Cluster N 
Apache Server 
MySQL Server 
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check the status of computing nodes every time instead only verifies its bit status and maps the 
task. Soit improves its response time as well as its execution time by applying a supervisor to 
provide a check on current status of the nodes.  

 
Fig.6 Execution time graph for 8 processes 

 
Fig.7 Execution time graph with and without supervisor 

 
Fig.8 slave usage graph for query processing 
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In fig.8, it shows the slave usage for the various query execution. The distribution of task is 
dynamic and continues. Here if one slave is busy then task is assigned to next available slave 
for the execution.whereas in fig 9, the distribution of load with less consumption time is 
depicted. Here 40 processes are used for distribution the load distribution is dynamic. Fig.10 
sampling is done in 5 main stages through which each process passes while execution. For 
different 5 process it shows the comparison between 5 stages initially from bit status checking 
followed by allocation till its execution time. Each sample the time is taken in a microsecond 
that shows the improved processing time.  

 
Fig.9 Process allocation response time graph 

 

 
Fig.10 Comparison graph for process time improvising. 

 
In accordance with other factors, improvement in response time has also been experienced. For 
implementation, 8 processes has been considered with respect to the time at which it get first 
service. Fig. 11 shows the response time thus observed when the supervisor is applied in 
computing environment whereas, in fig. 12 the comparison has been made between the 
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implementation of supervisor environment and without supervisor. This comparison shows the 
improvement in the response time when the supervisor is applied to it as it saves the time at 
every incoming task by avoiding the checking of every detail of intercommunication node 
instead it simply check the STATUS_BIT. 

 
Fig.11 Response time graph for 5 processes 

 
Fig.12 Response time graph with and without supervisor 

Conclusion: 
Rapidly growing data constitute heavy load on cloud that becomes difficult for service provider 
to uniformly direct request among various computing nodes. To ensure equal distribution of 
tasks over distributed cloud environment for an efficient LBa novel LB mechanism based on 
centralized clustering policy has been proposed. This policy gives an improved cluster oriented 
LB algorithm which is centralized in nature and balance load dynamically by carrying smooth 
execution of all incoming service requests. The proposed cluster based model deliberately 
improves the processing time, resource utilization and reduced response time of the system by 
using demonstrated the concept of driving a load to suitable computing nodes. Updating the 
current status of computation on arrival and completion of the task and creating backups at 
leading nodes makes it a fault tolerant system. The performance may be enhanced by applying 
any optimized algorithm like genetic algorithm, ant colony optimization, swarm optimization 
etc. This work may be extended for optimization, security and privacy concerns also. 
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