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Abstract 

In this research paper, Compressed Contour Cumulative GLCM Texture Analysis Model based 

CNN for Palmprint Recognition (3CGLCM-CNNNet) System is proposed to make up the higher 

level security assurance in the biometric technology. It can be imparted by second-order 

statistics using a Cumulative Gray-Scale Level Co-occurrence Matrix (CGLCM) feature 

extraction approach and Convolution Neural Network (CNNNet) classification approach. To 

enact this, Two Dimensional-Palmprint Region of Interest (2D-PROI) is pre-processed and 

contour of 2D-PROI image (CP) is captured using canny edge detection algorithm. Linear 

Hybrid Conventional Compression Algorithm (LHCC) is applied to constitute the compressed 

contour 2D-PROI (CCPI) image. In this LHCC algorithm, conventional Discrete Wavelet 

Transform (DWT) and Principal Component Analysis (PCA) compression algorithms is 

composited in a linear manner on CP. Ideal second-order statistical texture features of CCPI are 

clipped using CGLCM approach. Ideal features are forwarded into 3CGLCM-CNNNet 

classification algorithm to match the recognized persons. Research is worked on 2D-PROI data 

derived from the POLYU database, Hong Kong Polytechnic University, Hong Kong. Our 

proposed system’s benchmark has been evaluated and tabulated with higher acceptance of 99% 

recognition accuracy compared with other existing approaches in biometric technology. 

 

Keywords: Biometric Technology, Palmprint Biometric Trait, Gray-Scale Level Co- 

occurrence Matrix, Convolution Neural Network, Two Dimensional-Palmprint, Region of 

Interest, Canny edge detection, District Wavelet Transform, Principal Component analysis, 

Statistic texture features. 

 
1. INTRODUCTION 

With [1] the far reaching of computers and cell phones, authentication process utilizes 

biometrics with greater attention. Howbeit, biometric technology gives great solutions to the 

recognition performance, because of changing circumstances and maturing of biometric 

information, which results in intra-class variability. There are two types [2] of biometric  
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system. They are physiological and behavioral type of biometrics. Physiological biometric 

involves Finger prints, Face recognition, DNA, Palm print and Iris recognition. Behavioral 

biometric involves gait and voice. 

Amid all biometric traits, the palmprint trait is progressing promptly due to its consistent, 

feasibility at low economical and discriminating ability [3], [4]. Palmprint Recognition 

System (PRS) is an automatic structural system for ensuring the providence of highly accurate 

productivity and feasibility of biometric technology. Palmprint [5] is the skin patterns of the 

inner surface of the human hand from the wrist to the base of the fingers, which give steady 

and particular data adequate for isolating a person from a large population. 

Texture based technique [6] of feature extraction used to separate the feature highlights from 

palmprint images. Palmprint has numerous texture features to separate which is a rich 

methodology contains the more texture features. Researchers are synthesizing their research 

on texture feature extraction due to the more suitability of different feature content 

withdrawal from an individual [7]. Zhang and Shu [8] have exposed that the placement and 

direction of the palmprint lines are utilized to recognize the palmprint from others. And those 

palmprint lines are not indistinguishable to each one [9]. Canny edge detection algorithm is 

the outstanding algorithm for sensing all edges in the entire palmprint image [10]. 

Data compression techniques are used for consuming the large bandwidth and storage space 

of an image [11]. The Discrete Cosine Transform (DCT) and Discrete Wavelet Transform 

(DWT) are most used superior compression algorithms to produce the less quantized vector 

by focusing the important signal into low frequency component using less computational 

resources [11]. DCT has few limitations. One of that is easily point-out the false edges at 

higher compression [11]. DWT is suitable to provide sampling information of image at 

different location and frequency [25]. Higher compression can be easily achieved using 

DWT[11]. DWT can be composed of wavelet functions with the viability of multi-resolution 

analysis that takes apart the finer details of signal in an image [12]. Aree and Jamal [13] 

projected a mixture transform scheme for medical image compression using the DWT and 

DCT [14]. Principal Component Analysis (PCA) algorithm is another familiar compression 

algorithm for cutting the image dimensions into low dimension due to its capability of taking-

off the continual unnecessary information [15]. Composite of two or more compression 

techniques provides more benefits than the use of one compression technique [11]. This type 

of composite of two or more approaches is referred as “Hybrid Approaches” [11]. [17] After 

such a reduction of image dimension, statistical feature values are extrapolated by the Gray-

Level Co-occurrence Matrix (GLCM) approach [18]. [19] Predominantly Texture-based 

feature extraction approaches are Gray Level Co-occurrence Matrix [20], [21], Gabor filters 

[22], Haar filters [23], Daubechies filters [24]-[27] etc. Saban and Byram [28] used the Gray-

Level Co-occurrence Matrix, Local Binary Pattern, LBGLCM, GLRLM, and SFTA 

algorithms to extract the various texture features and compared the results of these algorithms 

for attaining the effective algorithm for classification [29]. [17] Authors in [18] used GLCM 

technique to clutch the textural information in the gray-level spatial dependences present in the 

image [30, 31]. From the attained GLCM, several Texture-based statistical parameters could 

be derived using different formulas and used CNN for achieving the 97% accuracy of  
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classification [21]. 

 

[32] The System could become an intelligent device using machine learning techniques, 

several techniques are involved such as fuzzy logic, artificial neural network, particle swarm 

optimization, and although deep learning technique gives better result with huge datasets [33]. 

Subpart of the deep learning technique is convolution neural networks (CNN) used for 

automated classification at low computation time with higher performance. Alpana Jijja, 

Dinesh Rai authors [28] proposed GLCM and Discrete Wavelet Transformation (DWT) 

technique to detect and label the tumor from an image based on the textures and categorizing 

a tumor or non- tumor category using Convolution Neural Network (CNN) with the 

recognition accuracy of 91%. Beura et al. [37] planned GLCM, 2D-DWT and two sample t 

test and F test filter method, with BPNN classifier, and reported 98.0% accuracy for the 

Mammographic Image Analysis Society (MIAS). 

Wherefore, proposed research work is developed for contributing an efficient PRS to 

biometric technology. It can be consummated by utilizing the innovative 3CGLCM-CNNNet 

system that has specific feature extraction approach CGLCM to point-out the essential 

features and CGLCM-CNNNet classifier to identify the correct authenticated person with 99% 

accuracy of recognition. Proposed research methodology is depicted in the section 2. Section 

3 deals the trained CGLCM-CNNNet classifier algorithm. 

 
2. PROPOSED METHODOLOGY 

The proposed Compressed Contour Cumulative GLCM Texture Analysis Model based CNNNet 

(3CGLCM-CNNNet) system for PRS is performed in four levels: 1. Data acquiring level, 2. 

Pre- processing level, 3. Feature extraction level, and 4. Classification or Matching level [1]. 

The recognition and verification processes of 3CGLCM-CNNNet System are depicted in Fig.1, 

and Fig.2. 

 

Fig.1. Flow Diagram of 3CGLCM-CNNNet System Recognition Process 
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Fig.2. Flow Diagram of 3CGLCM-CNNNet System Verification Process 

2.1 Data Acquiring Level 

In this research, dataset is taken from POLYU Multi spectral 2D-ROI palmprint database. 

That contains 8000 normalized 2D-PROI images in .bmp files which are extracted from 400 

volunteers’ both hands palms and assembled in two different sections. Each section consists 

of 10 images of right or left hand palm. Fig.3 shows the few POLYU Multi spectral 2D-

ROI palmprint images. 

 

Fig. 3. POLYU 2D-PROI Bitmap Images 

 
2.2 Pre-processing Level 

The pre-processing process is needed to exhibit the quality of input image to do further 

process on it. In this pre-processing, unneeded data are to be got-rid to estimate the correct 

information of input data. Our research work is started from pre-processing processes that is 

comprised of conversion of gray-scale image, removal of noise data; enrich the spatial 

intensity of an input image, tracing the contours of input image. This research work pre- 

processing images are revealed in Fig 4 (a), (b), and (c). 
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Fig. 4.a.2D-PROI Input 

Image 

b. Contrast Enhancement 

Image of 2D-PROI Image 

c. Canny Edge Detection 

of 2D-PROI Image 
 

2.3 Feature Extraction Level 

A set of Second-order statistical based texture features of an image can be excerpted by taking 

advantage of the Compressed Contour Cumulative Gray-Scale Co-occurrence Matrix (CC- 

CGLCM) move toward in a quirky way. The initial step of executing the CC-CGLCM 

approach is to produce the Compressed Contour Pre-processing Image (CP) by crossover the 

two natural compression algorithms in a linear manner (DWT and PCA). Fig.6 depicts the 

graphical representation of LHCC algorithm. This proposed LHCC algorithm is compressed 

the CP image of size (128 × 128) into CCPI image of size (64 × 16). This compression makes 

the calculation rapidly and effectively at the stipulated time with lots of information. After the 

CCPI created, GLCMs are made from CCPI based on Ɵ (i.e. Ɵ = 0ο, 45ο, 90ο, 135ο, 180ο, 225ο, 

270ο, and 315ο) to know the incarnated high frequency of the pixel [29], which is displayed in 

Fig.5 and combined all GLCMs to frame a Cumulative GLCM (CGLCM). This approach is 

proclaimed in section 2.3.1. 

Statistical methods are the most important used method to define the Second-order texture on 

the gray-scale spatial intensity at the each pixel of the entire image. Second-order statistics 

features are plucked from GLCM that defines the possessiveness between gray-scale pixels of 

images. Second order methods provide higher discrimination rates than any other methods 

[18]. In 1973, Haralick et al have invented 14 textural features were derived from GLCM 

matrices [18]. Second-Order statistics features are extricated using CGLCMs, which are 

described in section 2.3.2 and 3.3.2. Pick-out of few Haralick’s features such as energy, 

contrast, homogeneity, entropy and correlation of gray level’s spatial relationship between 

pixels in the normalized CGLCM to percept the different dimension of texture information 

[18]. 
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Fig.5. Diagrammatic Representation of GLCM’s with various Ɵs 
 

 

Fig.6. Pictorial Representation of LHCC Algorithm 

 

2.3.1 CC-CGLCM approach is implemented as follows 

     Step 1: CP is compressed using LHCC Algorithm, which is described as below: 

  A, At DWT-Level1, CP is compressed into 4 sub-band images (i.e. LL1, HL1, LH1, and HH1).    

  B, At DWT-Level2, LL1 of CP is compressed into another 4 sub-bands (i.e. LL2, HL2, LH2,  

      and HH2). 

 C, At DWT-Level3, LL2 of CP is compressed into another 4 sub-bands(i.e. LL3, HL3, LH3, and 

HH3). 

              D, Reduced the dimensionality of LL3 using PCA algorithm. It produced the CCPI, which is  

                                                                                                                                                                                                                                                                                                delineated in Fig.6. 

    Step 2: Generate the eight 𝐺𝐿𝐶𝑀CCPIwith eight different orientations such as 𝐺𝐿𝐶𝑀(d=2,Ɵ=00), 

𝐺𝐿𝐶𝑀CCPI(d=2,Ɵ=4 0)
, 𝐺𝐿𝐶𝑀CCPI(d=2,Ɵ=9 0)

, 𝐺𝐿𝐶𝑀CCPI(d=2,Ɵ=1350)
, 𝐺𝐿𝐶𝑀CCPI(d=2,Ɵ=1800)

,
 

𝐺𝐿𝐶𝑀CCPI(d=2,Ɵ=2750)
, 𝐺𝐿𝐶𝑀CCPI(d=2,Ɵ=2250)

, 𝐺𝐿𝐶𝑀CCPI(d=2,Ɵ=3150) 
matrices, which is

 

              displayed in Fig.9. 
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    Step 3: Eight different directions GLCM matrices are cumulated to form a 𝐶𝐺𝐿𝐶𝑀CCPI 

                using (1). 
 

                                  𝐶𝐺𝐿𝐶𝑀CCPI
 =∑(∑ 𝐺𝐿𝐶𝑀CCPI(i)

8
𝑖=1 + ∑ 𝐺𝐿𝐶𝑀CCPI (i)

𝑇8
𝑖=1 )   (1) 

         

Step 4: Haralick’s features are extracted from 𝐶𝐺𝐿𝐶𝑀CCPI 
of size (8× 8) using (11), (12), (13), 

            (14), and (15). 

 
2.3.2 Extraction of Haralicks’ Features is described as follows 

G is the number of gray levels used in the𝐶𝐺𝐿𝐶𝑀CCPI
.  𝑁𝐶𝐺𝐿𝐶𝑀CCPI is computed from 

𝐶𝐺𝐿𝐶𝑀CCPI
 matrix using (2). µ is the mean value of 𝑁𝐶𝐺𝐿𝐶𝑀CCPI.  µx, µy, σx and σy are the 

means and standard deviations of 𝑁𝐶𝐺𝐿𝐶𝑀CCPIx and 𝑁𝐶𝐺𝐿𝐶𝑀CCPIyusing (7), (8), (9), and (10). 

𝑁𝐶𝐺𝐿𝐶𝑀CCPIx(i)  and 𝑁𝐶𝐺𝐿𝐶𝑀CCPIx(j) is the ith and jth entry in the normalized 𝐶𝐺𝐿𝐶𝑀CCPI
 

matrix using (5) and (6). 

    𝑁𝐶𝐺𝐿𝐶𝑀CCPI
= 

∑ ∑ 𝐶𝐺𝐿𝐶𝑀CCPI
(𝑖,𝑗)𝐺

𝑗=1
𝐺
𝑖=1

∑∑ ∑ 𝐶𝐺𝐿𝐶𝑀CCPI
(𝑖,𝑗)𝐺

𝑗=1
𝐺
𝑖=1

                        

 

   S = ∑ 𝑖𝐺−1
𝑖=0 ∑ 𝑁𝐶𝐺𝐿𝐶𝑀CCPI

(𝑖, 𝑗)𝐺−1
𝑗=0    (3) 

 

                                    𝑁𝐶𝐺𝐿𝐶𝑀CCPI
(i,j)=

∑ 𝑖𝐺−1
𝑖=0 ∑ 𝑁𝐶𝐺𝐿𝐶𝑀CCPI

(𝑖,𝑗)𝐺−1
𝑗=0

𝑆
   (4) 

 

  𝑁𝐶𝐺𝐿𝐶𝑀CCPIx(i)=∑ 𝑁𝐶𝐺𝐿𝐶𝑀CCPI
(𝑖, 𝑗)𝐺−1

𝑗=0    (5) 

 

𝑁𝐶𝐺𝐿𝐶𝑀CCPIy(j)=∑ 𝑁𝐶𝐺𝐿𝐶𝑀CCPI
(𝑖, 𝑗)𝐺−1

𝑖=0    (6) 

 

µx =  ∑ 𝑖 × 𝑁𝐶𝐺𝐿𝐶𝑀CCPI
𝐺−1
𝑖=0 x(i)      (7) 

 

µy =  ∑ 𝑗 × 𝑁𝐶𝐺𝐿𝐶𝑀CCPI
𝐺−1
𝑖=0 y(j)    (8) 

 

σx
 = √∑ ∑ (𝑖 − µ

𝑋
)2𝐺

𝑗=1
𝐺
𝑖=1 × 𝑁𝐶𝐺𝐿𝐶𝑀CCPI

(𝑖, 𝑗)  (9) 

 

σy
 = √∑ ∑ (𝑗 − µ

𝑦
)2𝐺

𝑗=1
𝐺
𝑖=1 × 𝑁𝐶𝐺𝐿𝐶𝑀CCPI

(𝑖, 𝑗)  (10) 
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The following features are fetched: 

1. Contrast  

       The difference between the dark and light areas between a pixel and its neighborhood in     

        𝑁𝐶𝐺𝐿𝐶𝑀C𝐶P𝐼  of an image is calculated. 

                                 Contrast = ∑ ∑ (𝑖 − 𝑗)2 × 𝑁𝐶𝐺𝐿𝐶𝑀CCPI(𝑖, 𝑗)
𝐺
𝑗=1

𝐺
𝑖=1                              (11) 

2. Correlation 
        It is defined as the connection of a pixel is to its neighborhood pixels. 

 Correlation = ∑ ∑
(i ‒ µx)× (j ‒ µy) × 𝑁𝐶𝐺𝐿𝐶𝑀CCPI(i,j)  

σ𝑥 × σ𝑦

𝐺−1
𝑗=1

𝐺−1
𝑖=1       (12) 

3. Energy 

             It is an amount of squared components in 𝑁𝐶𝐺𝐿𝐶𝑀CCPI.  

 Energy = ∑ ∑ 𝑁𝐶𝐺𝐿𝐶𝑀CCPI(𝑖, 𝑗)
2𝐺

𝑗=1
𝐺
𝑖=1       (13) 

4. Homogeneity 

It gives a thought regarding the closeness of components in 𝑁𝐶𝐺𝐿𝐶𝑀CCPI to its corner to  

corner component. 

             Homogeneity = ∑ ∑
𝑁𝐶𝐺𝐿𝐶𝑀CCPI(𝑖,𝑗)

1+(𝑖−𝑗)

𝐺
𝑗=1

𝐺
𝑖=1       (14) 

5. Entropy 

          Image entropy is a quantity; depict the how much data should be coded by a compression   

          algorithm.               

             Entropy = −∑ ∑  𝑁𝐶𝐺𝐿𝐶𝑀CCPI
(𝑖, 𝑗)𝐺−1

𝑗=0
𝐺−1
𝑖=0  × log (𝑁𝐶𝐺𝐿𝐶𝑀CCPI (i,j))    (15) 

   In this way, the five Haralick's element values are made out and put away as the   

   training and testing templates utilizing CC-CGLCM approach. 

 

3. CLASSIFICATION OR MATCHING LEVEL 

3CGLCM-CNNNet classifier is built using Matlab Deep Learning Toolbox in the Matlab 

R2021a software. Proposed 3CGLCM-CNNNet classifier is constructed using peculiar 

parameters. That is clearly given in Table.1. All 3CGLCM-CNNNet peculiar parameters 

substitute in the array of layers and used the trainingOptions() method to construct the 

3CGLCM-CNNNet. After set the 3CGLCM-CNNNet , training process of 3CGLCM-CNNNet is 

processed using trainNetwork() function. Trained 3CGLCM-CNNNet is found. And this 

assessment is based on the percentage value of the accuracy present in the training progress 

chart which is exemplified in Fig.11.  
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In the implementation of 3CGLCM-CNNNet classifier, training progress chart is generated 

with the classification percentage of accuracy and loss at every epoch cycle. Based on the 

obtained accuracy and loss percentage value, the trainingprocess of the 3CGLCM-CNNNet is 

to be stopped. Fig.11. reveals the 100% of accuracy and 0% of loss in the 3CGLCM-

CNNNet System recognition process met at the 30th epoch. Trained 3CGLCM-CNNNet 

classifier is used at the testing phase. 

4. EXPERIMENTAL ANALYSIS 

This research is appropriated 400 2D-PROI images of 20 workers in POLYU dataset, on that 80% of 

training images and 20% of testing image are conveyed for the palmprint identification process. In the 

testing stage, at first, 100 images tests are made and further expanded in strides of 100 for each testing. 

Fundamentally, training and testing templates is created utilizing CC-CGLCM feature extraction  

approach. In this proposed CC-GLCM feature extraction, CP image dimension of size (128 × 128) is 

reduced and generated the CCPI image of size (64 × 16) utilizing LHCC algorithm that bears less 

essential feature extraction values to compose the computation quirky at low recognition time.  

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Fig.7. Resultant of DWT-Level3 Algorithm of CP 
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Fig.8. Formation of CCPI Using LHCC Algorithm 
 

This process is obviously illustrates in Fig. 8. LHCC algorithm is utilized the DWT-Level3, at each 

level a detailed (D) and an approximated (A) images are derived, on that detailed image of 

every level is passed in a linear way to the next level of DWT process for deriving the 

fine compressed detailed image which are layout in Fig.7.Obtained CCPI image is used for 

extracting the second-order statistic texture features to make the training and testing templates. 

 For extracting Haralick’s feature, eight Gray-Level Co-occurance Matrices are formed with 

different orientation from CCPI. That is depicted in Fig.9. 

 

 

                                Fig.9. Obtained Eight GLCMs with different Orientation from CCPI 
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        CGLCM is generated using (1) and its resultant value is given below: 

 

𝐶𝐺𝐿𝐶𝑀CCPI =  

[
 
 
 
 
 
 
 
9732        1390         272          50          14           0           0           0
1390         196          40          10           2           0           0           0

272          40           8           2           0           0           0           0
50          10           2           0           0           0           0           0
14           2           0           0           0           0           0           0
0           0           0           0           0           0           0           0
0           0           0           0           0           0           0           0
0           0           0           0           0           0           0           0 ]

 
 
 
 
 
 
 

 

 
Then, five Haralick’s features are extracted from normalized 𝐶𝐺𝐿𝐶𝑀CCPI (𝑁𝐶𝐺𝐿𝐶𝑀CCPI). 

The resultant value of the 𝑁𝐶𝐺𝐿𝐶𝑀CCPI is shown as below: 

 
 

𝑁𝐶𝐺𝐿𝐶𝑀CCPI = 

[
 
 
 
 
 
 
 
0.7211    0.1030    0.0202    0.0037    0.0010         0         0         0
0.1030    0.0145    0.0030    0.0007    0.0001         0         0         0
0.0202    0.0030    0.0006    0.0001         0         0         0         0
0.0037    0.0007    0.0001         0         0         0         0         0
0.0010    0.0001         0         0         0         0         0         0

0         0         0         0         0         0         0         0
0         0         0         0         0         0         0         0
0         0         0         0         0         0         0         0 ]

 
 
 
 
 
 
 

 

          

 
 

 
 

Fig.10. Extracted Second-Order Feature values using CC-CGLCM approach 

 

Haralick’s features such as Contrast, Homogeneity, Energy, Entropy, and Correlation are 

created using (11), (12), (13), (14), and (15). For training phase, 400 2D-PROI images’ features 
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are extracted; the collected features are shown in Fig.10. Table.1. shows all peculiar parameters 

used in the 3CGLCM-CNNNet Network frame. The completion of the training process is 

measured through the accuracy percentage value cited in the training progress chart which is 

shown in the Fig.11. In this chart, at the level of 30th epoch 100% accuracy and 0% loss is met. 

This obviously revealed the achievement of high accuracy at low level epoch iteration in 56 

seconds. 

 

Table.1 Peculiar Parameters of 3CGLCM-CNNNet for Recognizing the 400 Training 

Images 
 

Num.  

Feat ures 

Num. 

Filt ers 

Filter 

S ize 

Num. 

Hidden Units 

Num. 

Cla sses 

Max 

Epo chs 

Mini 

Batch Size 

Learni ng 

Rate 

1×5×1 12 [3 3] 50 400 100 10 0.001 

 

 
Fig.11. Training Progress chart of 3CGLCM-CNNNet System 

 

The proposed system 3CGLCM-CNNNet classifier benchmark is examined using confusion 

matrix. Confusion matrix uses the predictive factors; those are computed by checking the Truly 

Match (TM), Falsie Match (FM), Truly Mismatch (TMM), and Falsie Mismatch (FMM) classes 

at the identification process of 3CGLCM-CNNNet system. Classification benchmark parameters 

such as Accuracy, Sensitivity, Fall-Out, Miss Rate, and Specificity are estimated using 

predictive factors of the confusion matrix by invoking the formulas (17), (18), (19), (20), 

and(21).                                  

                                  Sensitivity =
𝑇𝑀

𝑇𝑀+𝐹𝑀𝑀
                                                             (17) 
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                               Fall-Out     =  
𝐹𝑀

𝐹𝑀𝑀+𝑇𝑀𝑀         
                                            (18) 

 

                              Accuracy =
𝑇𝑀+𝑇𝑀𝑀

𝑇𝑀+𝑇𝑀𝑀+𝐹𝑀+𝐹𝑀𝑀
                                           (19) 

 

                                    Miss Rate    =
𝐹𝑀𝑀

𝑇𝑀+𝐹𝑀𝑀       
                                            (20) 

 

                              Specificity   =  
𝑇𝑀𝑀

𝑇𝑀𝑀+𝐹𝑀  
                                         (21) 

 

Obviously Table. 2, and Fig.12 exposes the escalation of TMM at every testing phase with 

increasing testing templates. 3CGLCM-CNNNet system classification attained the higher 

accuracy values (0.95, 0.985, 0.9833 and 0.99) at every increasing testing datasets (100, 200, 

300, and 400). That’s proof the proposed 3CGLCM- CNNNet system is secured the higher 

security and veracity to identify the authentication person of colossal dataset. 

 

Table.2 Predicted Values of Confusion Matrix Parameters 
Number of testing 

Samples 

 
TP 

 
TN 

 
FP 

 
FN 

 
FNR 

 
FPR 

 
TPR 

 
TNR 

 
CPR 

100 80 15 2 3 3.61% 11.76% 96.39% 88.24% 95.00% 

200 160 37 2 1 0.62% 5.13% 99.38% 94.87% 98.50% 

300 242 53 4 1 0.41% 7.02% 99.59% 92.98% 98.33% 

400 321 75 3 1 0.31% 3.85% 99.69% 96.15% 99.00% 
 

 

 
Fig.12. Predicted Values of the Confusion Matrix for Various Ranges of Testing 

Template 
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Fig.13. Confusion Matrix Parameter Values for Various Ranges of Testing Template 

 

5. DISCUSSIONS 

In this research work, 3CGLCM-CNNNet system gets the best accuracy of 99% in the 

identification of authenticate persons compare than other existing research paper works. 

That is obviously revealed on Fig.13. Fig.14 shows the comparative analysis of existing 

research papers’ accuracy along with the proposed system identification accuracy. Fig.12 and 

Fig.13 acts as proof for considering the 3CGLCM-CNNNet system carry out the mass data 

correctly and capably. 3CGLCM-CNNNet system will be optimum to pause the unauthorized 

access of digital data and assets. 

 
Table.3 Comparative Analysis of Existing Recognition Approaches with 

Proposed Approaches 

S.No Recognition Approaches Recognition 

Accuracy Rate 

Publication 

Year 

1. DWT + GLCM feature extraction 

approach and KNN classifier [34]. 

95.7% 2010 

2. GLCM + Daubechies4 Wavelet + Rotated 

Wavelet feature extraction approach and 

Euclidean Distance classifier [35]. 

85.7% 2011 

3. DMWT + LBP +PCA feature extraction 

approach and Euclidean Distance classifier 

[36]. 

98.4% 2011 

4. GLCM, 2D-DWT and two sample t test 

and F test filter method, with BPNN 

classifier.[37] 

98.0% 2015 

5. Haar Wavelet Transform + GLCM feature 

extraction approach, Random Forest 

classifier [38]. 

97.39% 2019 

0

0.2

0.4

0.6

0.8

100 200 300 400

FNR

FPR

TPR

TNR

CPR
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6. Dual Tree Complex Wavelet Transform 

(DTCWT) and Principal Component 

Analysis (PCA) feature extraction 

approach and Mahalanobis distance 

classifier [39]. 

98% 2020 

7. GLCM feature extraction approach +DNN 

classifier [40]. 

98% 2020 

8. GLCM and Discrete Wavelet 

Transformation (DWT) feature extraction 

approach and CNN classifier [41]. 

91% 2020 

9. DWT + GLCM feature extraction 

approach, and SVM+RBF classifier [42]. 

93.62% 2021 

10. Proposed 3CGLCM-CNNNet System 99% --------- 

 

                            

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.14. Comparative Chart of Proposed 3CGLCM-CNNNet System 

 

6. CONCLUSION 

Proposed 3CGLCM-CNNNet system is fostered to extricate the affluent features using second-  

order statistics (CGLCM) approach and classify the accurate person authentication using 

CNNNet from the low dimension input CCPI image using LHCC algorithm. 3CGLCM-CNNNet 

system research is provoked on 400 POLYU 2D-PROI dataset, on that 80%, 20% is taken for 

training and testing phase. Analyzing the recognition rate of existing recognition systems with  
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the higher achievement of 99% in the proposed system recognition rate make known that the 

proposed 3CGLCM-CNNNet system can be considered as one of the securable PRS. In future 

research, extendable of the feature selection and extraction process will be essential to 

escalate the recognition accuracy into 100% that only will make a worthy PRS to the 

biometric technology. 
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