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Abstract: Nowadays, cloud computing provides a lot of services, as per user application 
services are used. Paper is based on DevOps. It can be mostly specified like a set of practices 
expected to decrease the time among com- mitting a change to a system also the change being 
sited into normal production, although guaranteeing high quality. In the present scenario, IAAS 
clouds significance has been understood ahead of measures. Main objec- tive of the proposed 
system is continuous delivery (CD) and continuous integration (CI), is called the core of 
devops. In the proposed system, from understanding DevOps and why DevOps is necessary in 
today's world is clearly mentioned. As we know, in a production environment, deploying 
Kubernetes clusters manually is diffi- cult and time consuming. So, we are creating a 
Kubernetes cluster on a public cloud, where instances and the Kubernetes cluster will be 
created using ansible. One of the additional functionalities of this project is, even if the node 
count is increased or decreased, change will be triggered by Jenkins and a new Kubernetes 
cluster will be launched on the public cloud seamlessly. So the idea of the system by developing 
a project using some ad- vanced tools, to overcome the drawbacks of the existing work. System 
also looked at the working mechanism of each module. 
Keywords: Kubernetes, Ansible , Git , Jenkins , AWS, DevOps 
 
1 Introduction 
In a production environment, deploying Kubernetes clusters manually is difficult and time 
consuming. So, we are creating a Kubernetes cluster on a public cloud, where instances and 
the Kubernetes cluster will be created using ansible. One of the addi- tional functionalities of 
this project is, even if the node count is increased or decreased, change will be triggered by 
Jenkins and a new Kubernetes cluster will be launched on the public cloud seamlessly. Using 
ansible systems also automate the deployment of pods, services, and provide high availability 
of pods using HPA (Horizontal Pod Autoscaler) in Kubernetes cluster. 
The IT industries are adopting consequently with the growing need meanwhile the business 
requirement in addition to market competition are all indicating in the direction of cloud. Why 
all these scaling up the reason is being seen in Information Tech- nology that later customers 
are challenging swift service deployment above the cloud [1]. 
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To create a kubernetes cluster in AWS, we need an IAM (Identity Access Management) role 
of EKS (Elastic Kubernetes Service) which each organization does not provide to the 
employee. Even if we have an IAM role of EKS we need to create a cloud formation to create 
cluster on AWS and it’s a tedious task to perform the same steps for many clusters. Proposed 
system does not need all these services to create a cluster on AWS. System just need access to 
Amazon EC2 (Elastic Compute Cloud) service that usually each employee/student has, so if 
an employee/student needs to create a kubernetes cluster on AWS quickly, he can do that using 
this proposed system. For creating multiple clusters system uses Jenkins which provides 
continuous deliv- ery, where any change in the git repository is found, it will create a new 
kubernetes cluster ready for production environment [2]. 
 
2 Literature Survey 
Research study of the proposed systems is about all the papers studied throughout 
implementation. Through this study, develop- ers will be able to gain more knowledge and 
understanding to develop new software. As a result, the developer would be able to improve 
the weakness and integrate the existing strength with new features to improve functionality of 
existing software.as a part of literature in this stage, findings, summary, analysis, synthesis of 
the system will be done. This is to ensure the full under- standing of the system and that the 
suitable software and tools are used [3]. 
In the existing scenario the complete process of creation of cluster nodes, deployment of 
kubernetes and connecting nodes to master node/s was a whole manual process. Based on some 
research papers which are found out some drawbacks in the existing system. Few papers have 
cloud infrastructure as automated, using Docker with Robust Container Security are used for 
Continu- ous integration and continuous delivery [4]. 
Other papers showed provisioning of automated application using Ansible configuration 
management in IAAS cloud. 
Drawbacks according to research study are 
• No container orchestration, no kubernetes cluster is deployed in this project, which is a 

container orchestration tool for handling high workload and performing complex tasks 
[5]. 

• Manual configuration requires more time and needs to be done repeatedly. Unlike 
manual configuration, Automation tools make the work easier for the DevOps team and 
completes the task without any interruption [6] 

• Less secure as compared to the Kubernetes, docker provides less security to the 
application as the traffic directly hits the container. [7]. 

• High resources Consumption As compared to the containerized environment 
application deployed directly on the EC2 instances require more resources. 

• No version control helps to keep a track of all the changes made in the git repository or 
code. 

• Provide IAAS clients are responsible for managing all the aspects such as OS, data, 
networking, storage, etc. 

 
3 Methodology 
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On the basis of study performed about all the functions that deal proposed system, following 
requirements are specified. 
 
3.1 Hardware Requirement: 
As the whole project is deployed on public cloud, there is no particular hardware requirement 
for the base machine. For the instances that we are going to launch on AWS, following are the 
requirements. 
Master Node:- 

Table 1. Hardware requirement for master node. 

RAM 2 GB 

CPU 2 CPU 

STORAGE 10 GB 
  
Worker Node:- 

Table 2. Hardware requirement for worker node. 
  

RAM 1 GB 

CPU 2 CPU 

STORAGE 10 GB 

 
● Worker Node: 
Hardware requirement for worker node RAM 1 GB CPU 2 CPU STORAGE 10 GB 
 
3.2 Software Requirement: 

Table 3. Software requirement 
Operating System Linux 

Software Ansible <= 2.7 
Jenkins 
Git 

  
3.3 Tools 
 Kubernetes : 
Orchestration engine for scaling, automating deployment and management of containerized 
applications is called Kubernetes which is an open source container. Cloud native computing 
foundation (CNCF) by Kubernetes hosts the open source project, as well called K8s, which is 
an open-source system for same functionalities which are described by CNCF. Later operations 
of Kubernetes are done for container level instead of hardware level. It offers few common 
applicable features general to PaaS offerings, like load balancing, scaling, deployment, users 
will work on integration of their monitoring, logging, and alerting solutions. Kubernetes can 
be installed on top of many CRI i.e. container runtime interface such as containerd, docker and 
crio. Kubernetes is available as a service in AWS as EKS, GCP as GKE and Azure as AKS [8] 
Uses of Kubernetes 
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● Load balancing and service discovery: using their own IP address or using the DNS 
name, a container is revealed by Kuber- netes. Distribution of network traffic and load 
balance can be done by Kubernetes, hence the deployment is stable, just in case high 
traffic to a container. 

● Orchestration storage: - with the help of Kubernetes it’s easy to automatically mount 
your choice storage system like local storages and public cloud. 

● Rollbacks and rollouts automated: - to create new containers for users deployment, new 
container adopts all their resources and remove existing containers users can automate 
Kubernetes .Here kubernetes uses different types of deployment such as rolling, canary 
and blue-green deployment. 

● Bin packing automatic: - Kubernetes with a cluster of nodes you can use to run 
containerized tasks. How much CPU and memory (RAM) each container needs, you 
can tell to Kubernetes. To make the best use of your resources, it can fit containers onto 
your nodes This is called a request and limit where a container can request more 
resources on node if they are available and though a container is not allowed to use 
additional than its required limit. 

● Self-healing:- by restarting Kubernetes containers kills containers that fail, replaces 
containers, that don't reply to your health check which is user-defined, and doesn't 
promote them to clients till they are ready to attend. These health checks are called 
Probes in kubernetes. 

● Configuration management and Secret: - it is used to store and manage sensitive 
information, like OAuth tokens, passwords, and keys like SSH [9] [10]. 

 

 
Fig.1. Architecture of kubernetes. 

 
As mentioned in fig.1, after deploying Kubernetes, cluster we will get. A Kubernetes cluster 
consists of nodes from worker machines set, which run containerized applications. 
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Control Plane: as per above diagram control plane accomplishes all pods and nodes in the 
cluster. It also uses control loop to monitor the state of cluster [11]. 
Node are treated as worker machine uses system services also responsible for container runtime 
 Ansible 
Ansible is configuration management tool also called is an open-source automation tool, as it 
can configure multi- ple systems parallely. Ansible is agentless as it does not require any agent 
at the client side like other configuration management tools such as CEPH, PUPPET. Ansible 
uses Python as a backend for processing yaml files. Ansible controller and managed nodes 
which are the clients talk to each other through password less sash. Ensile is a push based tool 
where the controller sends the configuration data to the managed node without the nodes asking 
for it. Ansible requires the controller node to be a Linux machine, but can configure different 
OS easily. Ansible uses yaml file format to write playbooks. Playbooks consist of different 
tasks to perform on the nodes. These nodes are specified inside a file named as inventory. 
Why Ansible ? 
● Configuration management: - Ansible configurations are simple data descriptions of 

infrastructure and are both parsable by machines and readable by humans. We can 
configure OS, switches and routers using ansible. 

● Application deployment: - using ansible we can install different packages/software on 
many managed nodes parallely in no time. All we need to do is add the nodes ip address 
in inventory and run the playbook consisting of tasks. 

● Cloud Provisioning: - We can also automate different public, private and hybrid clouds 
using ansible. For eg. We can create VM’s, VPC, storage instances and automate 
different services on cloud using ansible. 

● Ad-hoc task execution: - It is used to run a single command on all managed nodes 
specified in an inventory file. 

● Network automation: - As specified before Ansible can be used for automating different 
types of routers and switches. For eg. We can create a DHCP server in router or create 
VLANs in switch using ansible. 

● Multi-node orchestration: - to define your infrastructure Ansible’s orchestration is used 
as per need [12]. 

  
 Git 
These are available for software development according to wide range of operating system and 
for IDEs .It is used as distributed model, branching and merging is easy, workflow is flexible, 
use the process that best fits you [13]. 
  
 Jenkins 
An open source automation tool called Jenkins. It provides simple methods for continuous 
delivery environment and continuous integration for language combinations and source code 
repositories 
What is continuous integration? 
Afterward a code commit, the software is built and tested instantly is known as Continuous 
Integration. In huge projects every commit code is built and tested. After test pass it goes for 
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deployment process. Finally after success- ful deployment the code is ready to production. This 
pipeline consists servers (Jenkins), open source tools, source control tool (SVN, GIT CVS) 
frameworks for automation testing (UFT, Selenium etc.) 
It is portable to all the major platforms because it is built with Java [14]. 
 
3. System Development 
3.1 Project Scope 
The scope of this project is to launch the kubernetes cluster using automation tool like Ansible 
on AWS. As it is launched on a public cloud anyone with the authenticity can access the 
kubernetes cluster from anywhere without any difficulty. If anyone wants to launch many 
clusters with variable resources, it can be done using this system as we are using Jenkins for 
the CI/CD purpose, which will check for any change in the git repository (contains the YAML 
file for creating a kubernetes clus- ter with specified resources). Any change in the parameters 
of the YAML file will trigger the Jenkins and a new kubernetes cluster will be launched with 
the specified hardware resources on AWS instantly. 
  
3.2 Proposed System 

Implemented modules are following 
3.2.1 Module 1 

 
Fig.2. Module 1. 

The above figure shows the flow of module 1. This module uses 2 files as input i.e. .boto file 
and task.yml file which are stored on git repository as shown in figure: 
● .boto: This file contains secret key, the access key and the session token required for 
authentication with AWS when used with ansible. (AWS provides sessions for using this keys, 
every time the session is refreshed we need to change the .boto file) 13 39 
● task.yml this is an ansible playbook file that runs on the local machine. File contains 
the ec2 module that creates instances on AWS using .boto file required for authenticity. 
In the processing, first we create a Jenkins job that will continuously hit the repository every 
minute to check any new commit or any change to the files in the git repository. i.e. .boto or 
task.yml. If any of the files in the git repository is updated with a new commit, it will notify 
Jenkins job. Then the Jenkins job will then be triggered and will clone the updated repository 
in the specif- ic location (home directory of the Jenkins user i.e. /var/lib/jenkins). After cloning 
the repository, ansible will run the task.yml file using ansible-playbook command on the same 
system and create EC2 instances with specified parameters. The execution of ansible playbook 
will result in creation of EC2 instance on AWS which is the output for this module. The EC2 
instance will be created with a public ip, which can be used to access or make any changes to 
the instance using windows powershell or Linux terminal. Here the instance will be created 
with a specified name like master or node to identify their roles in the kubernetes cluster. 
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3.2.2 Module 2 
 

 
Fig. 3.Module 2. 

The above figure shows the flow of module 2. As shown, it will use a git code as its input. The 
git code will have the same .boto file. Here, the task.yml file will contain the code to fetch the 
private IP addresses of the launched EC2 instances. The process will be the same as mentioned 
in the earlier module. The fetched IP addresses will be stored in the file and the ip addresses 
will be segregated in master and node groups. This file will be further used as an inventory for 
running ansible-playbook on specific managed nodes to configure master and worker nodes. 
  
3.2.3 Module 3 

 
Fig. 4. Module 3. 

The above figure shows the flow of module 3. In this module we created a dynamic inventory 
which consists of private IP ad- dresses of node and master that we have deployed on the AWS 
platform. The created dynamic inventory will be used by ansible playbooks placed in git. This 
ansible playbook consists of many plays which will be used to deploy the kubernetes cluster. 
Any changes in this play will be reflected on AWS by deploying a new kubernetes cluster with 
specified nodes. 
 
4. Results 
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Fig. 5.Git Repository. 

 
Fig. 6. Installed software. 
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Fig. 7. Jenkins SCM poll trigger. 

 
Fig. 8. Console output 1. 
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Fig. 9.Console output 2. 

 
Fig. 10. EC2 dashboard with created instances. 
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Fig. 11. Inventory file. 

 
Fig. 12.Kubernetes Cluster. 

 
4.1 Sample Codes 
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CONCLUSION 
In the proposed system, from understanding DevOps and why DevOps is necessary in today's 
world. We also analyzed the existing system and came across some drawbacks. So this system 
with the idea of developing a project using some advanced tools, to overcome the drawbacks 
of the existing project and also add some new features to our project. System also looked at the 
working mechanism of each module. Then further studied in detail about devops tools and 
integrated these tools and deployed the kubernetes cluster on AWS cloud which is highly relia- 
ble and secure. 
 
FUTURE SCOPE 
Developments in the DevOps industry are necessary as new tools are coming into picture. So 
here are some further enhancements that can be added to proposed system 
● Containerisedceph cluster. 
● Customizing running cluster. 
● Backend with Ceph Storage cluster. 
● Integrate with a graphical dashboard. 
● Kubernetes on CRI-O. 
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