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ABSTRACT 
One of the major fields of research in automation is Object Detection and it has been widely 
applied in the domains including Image Retrieval (IR), medical diagnosis, Automated Vehicle 
System (AVS), Surveillance etc. As the application domain increases, the challenges also 
increased and most of the challenges are still unsolved due to the inefficiency of pre-existing 
models/architectures in detecting the small and occluded objects in an image. The resolution 
of input could be increased to detect small objects in a better way, or use techniques such as 
image sharpening or contrast adjustment to enhance images with low contrast or 
underexposure. Ensembling can also be done for multiple object detection models to improve 
overall performance. The proposed research work on CDNN model tries to improve the 
efficiency in detecting the small and occluded objects without sacrificing the processing time. 
In the proposed model, the existing backbone has been replaced by custom deep convolutional 
neural network with added augmentation layers. It is found that the proposed model improved 
the accuracy of the image detection significantly for small and occluded objects, even if the 
object is far away from the focus of the camera. With proper feature selection along with hyper 
parameter tuning, the proposed Custom deep convolutional neural network model (CDNN) 
resulted with an accuracy rate of 99.02277%.  
Keywords: Object Detection, Deep Learning, YOLO, Computer Vision, Deep Convolutional 
Neural Network, Augmentations. 
 
INTRODUCTION 
An object or any item can be located and found in a photograph by a human without any 
difficulty. But in Computer Vision (CV), for the so called human visible device it is difficult. 
Here, the complicated responsibilities like figuring out one or two objects are carried out 
rapidly and can be corrected with few limitations. Today, with the provision of big data, cloud 
computing, high speed processors, machine learning algorithms, it is possible to locate and 
identify greater number of small objects with excessive accuracy. Object detection is mainly 
done through classification and regression algorithms, that falls under supervised and 
unsupervised approaches that detects the classes or categories of the objects by means of proper 
training, hyper parameter tuning etc. During testing, the target is achieved through good 
selection of Machine learning / Deep learning (ML / DL) algorithms as per the dataset. The 
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classification models fall under two categories i.e., linear models and non-linear models. Under 
linear models, algorithms such as Logistic Regression (LR) [1], Support Vector Machines 
(SVM) [2] plays a vital role in image classification. In non-linear approach, algorithms like K-
Nearest Neighbour the proposed (K-NN) [3], Kernel SVM, Naïve Bayes (NB), Decision Tree 
Classifier (DTC) [4], Random Forest (RF) [5] provides the solution for both binary / multi class 
problems. 
Finding correlations between dependent and independent variables is done using regression. 
Regression models come in a variety of forms, including simple linear regression, multiple 
linear regression, polynomial regression, support vector regression, decision tree regression, 
and random forest regression. In a classification algorithm, variables are matched to 
predetermined classes using a mapping function, and the prediction uses unordered discrete 
values. Here the calculation is done by measuring the accuracy. Whereas in regression, the 
mapping function maps to continuous values in an ordered fashion and error calculation has 
been done by measuring the Root Mean Square Error (RMSE). In many research works, both 
the classification and regression approaches have been utilized to detect the object in an image. 
The object detection locates the presence of object within a bounding box, or the classes of 
objects located and labelled within the bounding box. Multiple number of bounding boxes and 
its classes may be marked based on the presence of objects. 
The main objective of object detection in the real-world applications includes identifying 
objects with good accuracy along with less computational complexity in the uncertain 
environment. The major focus during deploying the model includes object localisation, object 
detection, viewpoint variation, multiple aspect ratios and spatial sizes declaration, deformation, 
occlusion, lighting, to define whether object is in a cluttered or textured background, intra-class 
variation, real time detection speed, dataset limitations etc. Though the recent works are giving 
better efficiency in detecting the objects, yet they continue to struggle in finding the small 
objects especially the overlapped or hidden occluded objects. The real time applications of 
object detection include security, military surveillance, transportation, medical science, 
intruder detection and much more day to day life applications. Face detection, facial landmark 
localisation, head position estimation, and gender identification have all been widely 
recommended and put into practise with deep learning models in the context of security. The 
military makes use of Detection Flyer, Topographic Survey, and Remote Sensing for object 
detection. Automatic driving, traffic sign recognition, and licence plate recognition are all done 
under transportation. Deep learning techniques have been proposed in the field of medical 
science for medical image detection, cancer/non-cancer detection, and health care monitoring 
with CAD models. Pattern detection in images, event detection (Internet news of celebrations, 
tragedies, speeches, and elections), rain/shadow detection, Image Caption Generation (ICG), 
species identification, etc. are only a few examples of how object detection is used in daily life. 
For ICG, the semantic information of images is captured and expressed using Natural Language 
Processing (NLP) which is the most challenging task. The foundation of all these applications 
is object detection where the accuracy of top-level classification and localizations still remains 
challenging. This proposed model tries to find better solution for object detection using the 
available dataset in the repositories. 
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RELATED WORKS  
PASCAL VOC and MS-COCO are the two popular datasets used in traditional object detection 
models. A Single data contains the image under text file which contains the coordinates of the 
object and its class. COCO dataset contains 80 object instances and PASCAL VOC has 20 
object classes. Both the dataset has images which includes person, dog, cat, car etc. The 
availability of the large collection of images in both COCO and PASCAL datasets allows both 
the dataset to be used by many researchers. The primary evaluation metrics used in both COCO 
and PASCAL dataset are Mean Average Precision (MAP). A model begins to learn from the 
noise and erroneous data entries in the data set when it is trained with such a large amount of 
data. Due to too many details and noise, the model fails to appropriately categorise the input. 
This is called as overfitting. For example, to provide variations in the base dataset we have 
added augmentation to the images in the dataset. Adding Rotation to the image, will definitely 
affect the coordinates of the object and hence we are using other augmentation methods like 
grey scaling, saturation altering, brightness altering, hue altering. The kernel values works 
efficiently. All the thresholds for the augmentations are assigned randomly. Each and every 
image from the dataset will have an altered version of it in the augmented dataset.  This will 
reduce the possibility of overfitting Fast RCNN [22] fixes the disadvantages of RCNN and SPP 
net and improves speed and accuracy, higher detection quality MAP, training done in single 
stage, no disk storage is required for features caching. The SSD [23] model extends a base 
network with a number of feature layers that forecast the offsets to default boxes with various 
scales and aspect ratios as well as the corresponding confidences. On the VOC2007 test, SSD 
with a 300 300 input size greatly exceeds its 448 448 YOLO equivalent in terms of accuracy 
while enhancing speed. Based on VGG16 with some subsampling, this experiment. Within 
YOLO [24], Bounding boxes and class probabilities are directly predicted by a single neural 
network from complete images in a single assessment. Since the entire detection pipeline 
consists of a single network, detection performance can be optimised from beginning to end.  
When it comes to common detection tasks like PASCAL VOC and COCO, YOLOv2 [25] is 
cutting edge. The same YOLOv2 model can run at different scales using an innovative, multi-
scale training strategy, providing a simple trade-off between speed and accuracy. On VOC 
2007, YOLOv2 receives 76.8 mAP at 67 FPS. YOLOv2 achieves 78.6 mAP at 40 FPS, 
exceeding cutting-edge techniques. YOLOv3 [26] is a good detector. Its fast, it’s accurate. It’s 
not as great on the COCO average AP between 0.5 and 0.95 IOU metric. But it’s very good on 
the old detection metric of 0.5 IOU. The experimental Dataset used in this study, created by 
Yajing Guo Xiaoqiang GuoZhuqing Jiang Yun Zhou [7], is PASCAL VOC. On the PASCAL 
VOC2007 trainval set, this model built on VGG16-Net achieved a mAP of 71.6%, which are 
5.6 points higher than R-CNN's (66.0%) and 4.7 points higher than R-CNN's (66.9%). To show 
that this work has outperformed previous state-of-the-art approaches in object detections, 
Jawadul H. Bappy and Amit K. Roy Chowhury conducted experiments [8] on variations of 
datasets such PASCAL called SUN, MIT-67 Indoor, and MSRC datasets. With accuracy of 
38.72%, the proposed R2-CNN-FT is much faster. FanjieMeng, Yi Xiao, Xinqing Wang, Peng 
Zhang, and Faming Shao [12] When PASCAL VOC 2007 and 2012 Data Sets were compared 
against R-CNN, YOLO v3, SSD512, and other object detection algorithms, the mean Average 
Precision increased by 6.857%. ZhaohuiZheng, Ping Wang, Wei Liu, Jinze Li, Rongguang Ye, 
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DongweiRen [15] declared that PASCAL VOC and MS COCO GIoU can improve the 
performance with 3.29% AP and 6.02%, CIoU gains 5.67% Ap, 8.95%. Danyang Cao Zhixin 
Chen Lei Gao[6] found The speed of this model is tested with PASCAL VOC07 which includes 
4500 test pictures. We have trained different versions of the proposed model in PASCAL VOC 
and MS-COCO. We have constructed multiple versions of backbones from the proposed 
architecture which were trained on the combination of augmented datasets and Input layer 
dimensions which resulted in an improvement in both mAP and computing cost and it also 
overcame the issues faced by the previous architectures. 
 
PROPOSED METHODOLOGY 
In the proposed CDNN model, we have altered backbone Darknet53 of YOLOv3 with 
complete change in its backbone with the proposed architecture. The filters are generalised 
hence it redefines the object with any of the proposed or dimension or brightness. Here the 
kernel values work efficiently.  

 
Fig 1: General Architecture of CDNN model 

3.1 Pre-processing 
Before the image is fed to the CNN model, pre-processing methods such data centering, 
resizing, and scaling were performed on it. To make the training images suitable for the 
network, each training image was resized to 256 256 pixels. To create more training images, 
every training image was elastically biased. The suggested randomly constructed elastic 
deformed images were created for each original training image and then downsized to 256 256 
pixels.   
3.1.1 Resizing 
Additionally, each training image was enhanced to correct several objects belonging to the 
same class. Following the addition of these additional distortions, an extra 20% of training 
examples were created for each original training image. Each training mask was rotated and 
transformed in order to create an additional 18,000 training photos, reaching a total of 20000 
training images. 
3.1.2 Normalization 
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To mitigate the variations produced by the size distribution of objects, the input photos that 
have been resized are subsequently normalized. In order to speed up the operation of the 
suggested model, each convolution layer performs Batch Normalization (BN), which 
normalises the input X. The means for each feature, or the squared means across the first and 
final dimensions, are expressed as E[(X(k))2], the average for each feature E[(X(k))], which 
includes the average for the first and last dimensions. The buffers to store the mean E[(X(k))] 
and variance Var [(X(k)) exponential moving averages 
 When the input X Є 𝑅 × × ×   is a batch of image representations, where B is a batch size, 
C is the number of Channels, H is the height and W is the width. γ Є R^C and β Є R^C Here 
both γ and β values are predicted based on number of channels  C. ε 

     BN(X) =  γ.
     [ ]

, ,

           [ ]
, ,

 + 1             (i) 

 
When input X Є 𝑅 ×  is a batch of embeddings, where B is the batch size and C is the 

number of features. . γ Є 𝑅  and β Є 𝑅  

                          BN(X) = γ.
     [ ]

           [ ]
  + 1                           (ii) 

When the input X Є 𝑅 × ×  is a batch of a sequence embeddings, where B is the batch size, C 

is the number of features and L is the length of the sequence. γ Є 𝑅  and β Є 𝑅  

                           BN(X) = γ.
     [ ]

,

           [ ]
,

 + 1                          (iii) 

Here the channels are the number of features in the input and ε is used for numerical stability 
 
3.2 Object detection using CDNN 
The proposed image object detector adopts YOLO’s backbone network and adds the new trick 
in convolution operation. The proposed architecture uses the same Darknet-53 as backbone 
with layers repeating certain number of times additionally. The Architecture consists of 24 
convolutional layers with size being varied between 3x3 and 1x1. Alternating 1x1 
convolutional layers reduce the features space from preceding layers. ReLU is used as the 
activation function in the convolution layers and the scale layer which is a dense layer uses 
softmax activation function. An Average pooling layer is added to every convolution block to 
reduce the dimensions of the image. 
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Fig.2: Model 3D Architecture diagram of the proposed Custom Deep Convolutional Neural 
Network - A Custom Deep Convolutional Neural Network CDNN (With YOLO V3 Based 

Newly Constructed Backbone) For Multiple Object Detection with altered Darknet 53 
backbone with multiple residual blocks and scaling factors undergone with upsampling and 
With proper feature selection along with hyper parameter tuning, the proposed Custom deep 

convolutional neural network model resulted with an accuracy rate of 99.02277%. 
  
3.2.1 Non-Max suppression 
Numerous computer vision tasks use a method known as Non Maximum Suppression (NMS). 
To select one thing (like bounding boxes) from a huge number of overlapping elements, a class 
of algorithms is utilised. We can choose the selection criteria to acquire the desired outcomes. 
The requirements are most typically an overlap measure and a probability number (e.g., 
intersection over union). IOU loss only functions when the predicted bounding boxes overlap 
with the ground truth box. The largest overlap between the anticipated bounding box and the 
ground truth box is required by the IOU loss function. The speed of convergence of the IOU 
loss is low. 
Equation of IOU and IOU loss function, 

                          𝐼𝑜𝑈 =
| ∩ |

| ∪ |
LIoU  = 1.

| ∩ |

| ∪ |
  (iv) 

We used ADAM (Adaptive Moment Estimation) because it is crucial that the proposed 
predictions are accurate and optimised. This method computes the 

 
Fig 3: IOU Loss Function 
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exponentially weighted average of previous gradients as well as the exponentially weighted 
average of the squares of previous gradients. In order to increase the performance of the 
proposed model; the softmax `entropy function to test the reliability of the model. 

                        𝜎(𝑍 ) = 
∑

                             (v) 

Where σ represents Softmax function,  
Z ⃗  is Input Vector , 

e  is Standard exponential function for input vector,  

K is the number of classes in the multi class classifier,  

e is Standard exponebtial function for output vector 

Global Activation Function 
In the proposed model we have used Leaky ReLU since it allows a small non zero, constant 
gradient α 

 
Fig 4: Average Pooling 

3.2.2 Object detection 
The proposed CDNN model has following layers  
Two convolutional layers with 32 and 64 filters giving feature map output of size 128x128. A 
residual block of two convolution layers with 32 and 64 filters giving feature map of 128x128. 
This residual block is repeated 2 times. One convolution layer with 128 filters giving feature 
map output of size 64x64 is followed by a residual block of 2 convolution layers repeating two 
times. One convolution layer with 256 filters giving feature map output of size 32x32 is 
followed by a residual block of 2 convolution layers repeating 8 times. One convolution layer 
with 512 filters giving feature map output of size 16x16 is followed by a residual block of 2 
convolution layers repeating 8 times. One convolution layer with 1024 filters giving feature 
map output of size 8x8 is followed by a residual block of 2 convolution layers repeating 12 
times. One scale layer which outputs the class, and creates a bounding box (anchor box). One 
convolutional layer with256 filters giving a feature map output of size 1x1 is followed by an 
upsampling layer. Two convolutional layers with 256 and 512 filters is followed by a scale 
layer. One convolutional layer with 128 filters giving a feature map output of size 1x1 is 
followed by an upsampling layer. A scale layer comes after two convolutional layers with 128 
and 256 filters. The next step in the suggested model is average pooling, a technique for 
determining the average value for individual feature map patches. Moreover, it is frequently 
used to produce a down- or pooled-sampled feature map. Typically, the convolutional layer is 
finished before the average pooling process. There is a modest degree of translation invariance 
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added by an average pooling. This demonstrates that a slight translation of the image has no 
impact on the values of the majority of pooled results. Compared to Max pooling, it aims to 
extract features more seamlessly. 
 
Pseudocode: 
# Load the customized yolov3 based backbone model and configuration file 
model = load_ customized yolov3 based backbone _model(CDNN) 
# Process each input frame or image 
for input in input_data: 
# Preprocess the input data 
preprocessed_input = preprocess_input(input) 
# Feed the input through the customized yolov3 based backbone model 
detections = model(preprocessed_input) 
# Apply non-maximum suppression 
nms_detections= non_maximum_suppression(detections) 
# Extract the relevant information from the detections 
object_info = extract_object_info(nms_detections) 
# Draw the bounding boxes and labels on the input image or frame 
output = draw_output (input, object_info) 
# Display or save the output image or frame 
display_output(output) 

Type Filters Size Output Cycles 

Convolutional 32 3×3 256×256 1 

Convolutional 64 3×3/2 128×128 1 

Convolutional 

Convolutional 

Residual 

32 

64 

1×1 

3×3 

 

128×128 
2 

Convolutional 128 3×3/2 64×64 1 

Convolutional 

Convolutional 

Residual 

64 

128 

1×1 

3×3 

 

64×64 
2 

Convolutional 256 3×3/2 32×32 1 

Convolutional 

Convolutional 

128 

256 

1×1 

3×3 

 

32×32 
8 
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Residual 

Convolutional 512 3×3/2 16×16 1 

Convolutional 

Convolutional 

Residual 

256 

512 

1×1 

3×3 

 

16×16 
8 

Convolutional 1024 3×3/2 8×8 1 

Convolutional 

Convolutional 

Residual 

512 

1024 

1×1 

3×3 

 

8×8 
12 

Scale 1 OUTPUT 1 (Large objects) 

Convolutional 256 1×1  1 

Up sampling Upscaling Block 

Convolutional 256 1×1  1 

Convolutional 512 3×3  1 

Scale 2 OUTPUT 2 (Medium objects) 

Convolutional 128 1×1  1 

Up sampling Upscaling Block 

Convolutional 128 1×1  1 

Convolutional 256 3×3  1 

Scale 3 OUTPUT 3 (Small Objects) 

Fig.4: Table of execution layers for the proposed Custom Deep Convolutional Neural Network- 
A Custom Deep Convolutional Neural Network CDNN (With YOLO V3 Based Newly 
Constructed Backbone) For Multiple Object Detection which is constructed on altered Darknet 
53 backbone which includes residual blocks repeated multiple times, it also includes scale 
layers at three different places for detecting large, medium and small objects. Up sampling is 
done at the last two prediction layers to get an increased accuracy. 
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RESULT AND DISCUSSION 
YOLO is a Convolutional Neural Network (CNN) that can quickly identify objects. CNNs are 
classifier-based systems that are able to analyse incoming images as organised arrays of data 
and spot patterns in them. Darknet-53 is more powerful than Darknet-19 and more effective 
than rival backbones (ResNet-101 or ResNet-152) since it uses 53 convolutional layers as 
opposed to the preceding 19 convolutional layers. The same Darknet-53 serves as the 
framework for the proposed design, with layers repeating a specific number of times in 
addition. As a result, a totally new backbone is created. This architecture was created with the 
goal of accurately and precisely identifying extremely tiny things. 

  

5.a 5.b 

Fig. 5.a) Sample Input of image with multiple objects    5.b) Output of the proposed 
Custom Deep Convolutional Neural Network CDNN 

The precision for small objects in YOLOv2 was incomparable to other algorithms because of 
how inaccurate YOLO was at detecting small objects. The mean average precision score for 
YOLOv3 416 is 55.3 and YOLOv3 608 is 57.9, which is significantly improved in the proposed 
model to 58. 803186.There is a marginal improvement of 0.903186 compared to yolov3 608 
and a significant improvement of 3.503186 compared to yolov3 416.The accuracy in detecting 
small objects is increased from all the previous versions of YOLO in the proposed model. Small 
object detection accuracy is 82% for all the previous versions of yolo, whereas the proposed 
model increases the accuracy score to 86%. The classification accuracy for small objects for 
YOLOv3 is 47%, which is also increased to 47.2%. Over all object detection of yolo is 95% 
and the proposed is 99.02277% 
In the proposed model, the overall output of hidden convolutional layers would undergo 
upscaling and upsampling in the head to get resolute output image. The upscaling uses two 
formulas to perform the task and both use certain derived variables. First part of upscaling is 
PSNR-peak signal-to-noise ratio. PSNR uses mean squared error (MSE) as the optimizing 
variable in equation (i) 

                   PSNR = 10log10( )     (vi) 

                  MSE = ∑ ∑ (𝑌(𝑖, 𝑗) − 𝑋(𝑖, 𝑗))2    (vii) 

MSE in equation (ii) is generally very small value; it can be approximated and increased. 
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M and N are dimensions of original image. We have taken a particular frame and increase the 
value. The X and Y functions yields the value of complete up scaling function. 
S Represents the image size with its pixel representation and in the proposed model we have 
used S value as 416. X and Y are the images. X (i,j ) and Y(i,j)  are vectors. M and N in MSE 
are variables to calculate the sum of the error. 
SSIM in equation (iii) is the Second part of the upscaling. 

                   SSIM=
( )( )

( )( )
 ,

𝑐1 = (𝐾 𝐿 )

𝑐2 = (𝐾 𝐿 )
   (viii) 

Here μ_x and  μ_y are mean value of image X and Y. σ_x and σ_yare the standard variance of 
X and Y. c1 and c2 are two stabilizing constants with L where L is a distributed value between 
[-3, +3], where this Constant was distributed between [-2.50 to +2.50] [74]. And this value is 
modified to get the exact size and resolution for the proposed architecture. The dynamics of 
pixel value k1 and K2 are generally set to be 0.0133 and 0.0372 respectively. These two parts 
are combined using a python function. 
The mAP is calculated by finding Average Precision (AP) for each class and then average over 
a number of classes using the Mean Average Precision Formula 

𝑚𝐴𝑃 = ∑ 𝐴𝑃𝑖        (ix) 

The mAP incorporates the trade-off between precision and recall and considers both false 
positives (FP) and false negatives (FN). This property makes mAP a suitable metric for most 
detection applications. mAP is improved from 55.3 (yolov3 416), 57.9 (yolov3 608) to 
58.803186 (proposed_model416) 0.903186 improvement compared to yolov3 608 and 
3.503186improvemint compared to yolov3 416. Small object detection accuracy 82% for all 
the previous versions of yolo, over models accuracy of detecting small object is 86% the 
classification accuracy for small objects for yolov3 is 47% and the proposed 47.2%. Over all 
object detection of yolo is 95% and the proposed CDNN is 99.02277% The following Table 
compared with existing models and results recorded. 
 

 
Graph 1: Mean Average precision of the proposed CDNN model when compared with 

existing YoloV3(55.3) is 58.803186 
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Graph 2: Training loss with respect to number of iterations which gradually decreased 

and hence loss very less in CDNN. 
 
CONCLUSION AND FUTURE WORK 
The proposed CDNN architecture uses the same Darknet-53 as backbone with layers repeating 
certain number of times additionally. Hence a completely different backbone is formed. This 
architecture is developed with an objective of detecting even small objects with high precision 
and accuracy. The mean average precision score for YOLOv3 416 is 55.3 and YOLOv3 608 is 
57.9, which is significantly improved in the proposed model to 58.803186. There is a marginal 
improvement of 0.903186 compared to yolov3 608 and a significant improvement of 3.503186 
compared to yolov3 416.The accuracy in detecting small objects is increased from all the 
previous versions of YOLO in the proposed model. Small object detection accuracy is 82% for 
all the previous versions of YOLO, whereas the proposed model increases the accuracy score 
to 86%. The classification accuracy for small objects for YOLOv3 is 47%, which is also 
increased to 47.2%. The same model can also be used to find the shadow hidden and dim light 
object, if trained with a well-defined dataset. 
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