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Abstract:- Rainfall forecasting has earned significant studies importance in popular years due 
to its complexities and rainfall prediction is currently more challenging than ever due to 
significant changes in the climate. By extracting hidden patterns from previous weather 
observations, machine learning techniques can predict rainfall.Previous models implement 
complex statistical models that are often too expensive, both numerically and financially, or 
inappropriate for downstream applications. In this study of predicting future hourly rainfall 
high volume using time-series data, models based on Stacked LSTM, XGBoost, and an 
ensemble, Radial Basis Function Networks (RBFNs), were compared. Climate datasets rom 
five major cities in the UK cities were used from 2000 to 2020. The models' effectiveness was 
evaluated using the accuracy, Precision, recall, analysis metrics Loss, the root mean squared 
error, R-square values,Mean Absolute Error, and Root Mean Squared Logarithmic Anomaly. 
The predicted resultsshow tetter performance comparing Radial Basis Function Networks 
(RBFNs) and Stacked-LSTM Networks as rainfall prediction models. The conclusion suggests 
that models for based on Radial Basis Function Networks (RBFNs) with fewer concealed 
layers, our approach performs better, highlighting it's appropriate for budget-wise rainfall 
forecasting applications. 
Keywords: - Modern Deep Learning, Accuracy, Precision, Recall, RBFNs, LSTM, MAE, 
RMSE, RAE, Pytorch, SARIMA. 
 
I INTRODUCTION 
Rainfall continues to be one of the weather factors that has the biggest impact on many aspects 
of our daily lives. The effects of the rainy season on the socioeconomic system are significant, 
and they range from disruptions in transportation in terms of architecturaldamage in the 
occurrence of a flood. As a result, numerous studies have looked into and recommended 
temperature and precipitation forecasting methods as a mitigation strategy in advance of any 
disaster or eventuality. However, these strategies must be effective and timed to improve 
human mobility, agriculture, and industrial development.  
 As a result, this study compares three LSTM-Network architecture variants to current machine 
learning techniques in order to determine which is more appropriate for the reason of 
forecasting the amount of rain per hour. This study analyses the efficacy of models based on 
LSTM, Stacked-LSTM, and Bidirectional-LSTM Networks to that of an XGBoost decision 
tree model and a planned model that would be constructed with an automatic machine learning 
(AutoML) tool Barrera-Anima,et al.,(2022). [1] is a strategy that provides researchers with a 
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tool for autonomous and data-driven finding the best algorithms and hyperparameter 
configurations for a certain application. Rainfall forecasting has been used for a long time to 
analyze the link between rainfall, geographical coordinates (such as latitude and longitude), 
and other weather-related factors (such as pressure, temperature, wind speed, and humidity).  

Fig 1: Two-layer RBFN’S Model Structure for Rainfall Predictions 
 
Utilizing data from five different time periods in significant UK cities, a model based on 
bidirectional Long short-term memory networks was suggested for the task of hourly rainfall 
forecasting. In order to forecast the amount of rainfall per hour using time-series data from five 
significant UK cities, models based on LSTM Networks, Stacked-LSTM Networks, 
Bidirectional-LSTM, Radial Basis Function Networks (RBFNs) Networks, XGBoost, and the 
final model from Automated ML were tested. However, forecasting precipitation is a trickier 
task because regional rainfalls vary in space and time. A. Barrera-Animas. Y. 
Oyedele,et.al.,(2022). 
 
II LITERATURE SURVEY 
One of the most significant meteorological variables continues to be rainfall. In a number of 
areas of our daily lives.This investigation evaluates the performance of models based on 
LSTM, Stacked-LSTM, and Bidirectional-LSTM Networks to that of an XGBoost decision 
tree model and a planned model that will be built using an Automated Machine Learning 
(AutoML) program Barrera-Animas et al.,2022 [1]  a methodgives heresearchers a tool to 
automatically and data-driven search for an algorithm and its hyperparameter values that are 
best suited for a specific application.Imteaz, M. A., & Hossain, I. (2022) [2] The largest SI 
value is expected to change in the future, according to this paper. Regarding anticipated water 
savings from rainwater tanks, more details are provided in the paper. Climate change 
simulation uses ETank, a daily water balance model that was previously created.   
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In order to recreate the seasonal rainfall throughout time patterns in Western Australia, this 
paper compares the effectiveness of linear and non-linear modeling techniques. The linear and 
non-linear models were developed using commonly used MLR (multiple linear regression) and 
artificial neural network (ANN) modeling techniques. TheLavenberg-Marquardt algorithm 
was used in conjunction with the Multilayer Perceptron training rule to build the non-linear 
ANN models. Iqbal & Rasel,et.al.,(2020).  
 
In this paper, load forecasting is explored using stacked bidirectional long short-term memory 
(SB-LSTM) recurrent neural networks, a cutting-edge approach for regression analysis of time-
series data inside a deep learning framework. The research is carried out on the basis of an 
instance investigation of Scottish residential demand, for which five-year datasets containing 
load and weather data recorders are available. The supplied results and analyses allow one to 
evaluate the precision with which the SB-LSTM approach can make predictions for both day-
ahead and week-ahead load forecasting while considering meteorological data meteorological 
data into account. Mingzhe and colleagues,2019[4] 
 
The expansion of high-performance computing, the development of ensemble mathematical 
climate and weather prediction, the growing interest in shifting away from deterministic 
decision-making and towards risk-based decision-making that takes forecast uncertainty into 
account, and the efforts of communities such as the (HEPEX), which focuses on advancing 
relevant combination forecasting, all have contributed to the significant momentum th Rebecca 
Emerton et al., 2020[5] 
 
Meteorological data, ensemble theories, classification, and regression models including Neural 
Networks, support vector machine (SVM), decision trees, Nave Bayes, J48, CART, and ID3 
are the primary topics discussed in this study. However, the main thrust area in geographical 
data sciences has been the deployment of several neural networks models such as BPNN, 
FFNN, GWLM-NARX, RNN, and TDNN. Sheikh Amir Fayaz and others [6]. The proposed 
GWLR uses the GWO to obtain the best possible regression coefficients, which it then applies 
to forecast rainfall based on time-series meteorological data input. So, from 1901 to 2015, the 
state of Jammu and Kashmir and India's accumulated data are used to detect rainfall. In 
comparison to other existing methods, the proposed GWLR is found to be the most effective 
with the least MSE value of 0.005 and the highest PRD value of 1.700 percent. Razeef Mohd 
et al.,2022[7]  
 
III PROPOSED METHODOLOGY 
The objective of this investigation is to predict the rainfall collection of  volume data using 
time-series data from some more and few major UK cities. The Radial Basis Functional 
Networks (RBFNs) created with the PyTorch Tool and the on Radial Basis Function Networks 
(RBFNs) were found to outperform all other models tested. This indicates that models based 
on Radial Basis Function Networks (RBFNs) with fewer hidden layers perform better for this 
approach.In particular, this study aims to compare forecast models based on Stacked-LSTM 
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Networks, XGBoost, andRadial Basis Function Networks (RBFNs) an AutoML-based 
algorithms 
 

Fig 2: Block Diagram for Testing, Training And Validation Phases 
 

 
Fig 3: Loss function of RBFN’s model 
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Fig 4: Loss function of LSTM model 

Stacked-LSTM models: 
In a stacked LSTM model, multiple layers of LSTM cells are stacked on top of each other. 
Each layer takes the output of the previous layer as input, allowing the network to learn 
increasingly complex representations of the input data.Each layer's LSTM cells use gating 
mechanisms to selectively recall or forget information, making them very good at modeling 
long-term dependencies in sequential data. Overall, stacked LSTM models are an effective tool 
for modeling sequential data and have generated modern results in a variety of applications. 
 
XGBoost model: 
XGBoost (eXtreme Gradient Boosting) is a popular gradient boosting framework that is used 
for building machine learning models.It is meant to be highly scalable and efficient, and it is 
able to handle classification and regression problems. XGBoost works by adding new models 
to an ensemble iteratively, with each model attempting to correct the errors of the previous 
model. It engages gradient descent optimization to determine the best model parameters and 
incorporates normalization techniques to avoid overfitting.XGBoost also includes features 
such as missing value imputation and built-in cross-validation to improve model accuracy.It 
has been successfully used in a variety of uses, including image classification, natural language 
processing, and financial forecasting. XGBoost is widely regarded as one of today's most 
powerful and flexible deep learning frameworks. 
 
Radial Basis Function Networks (RBFNs) 
Radial Basis Function Networks (RBFNs) are a type of neural network used to predict a variety 
of activities. The proposed model incorporates an adaptive learning algorithm and a feature 
selection procedure into a modified RBFN architecture. The proposed model's efficacy is 
assessed in the thesis using several benchmark datasets from various domains, including 
finance, energy, and free health care. The results show that the proposed model outperforms a 
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number of other cutting-edge prediction models, which include traditional RBFNs and other 
deep learning models like LSTM and GRU. 

 
 
𝒇(𝒙) = ∑𝒊 = 𝟏 𝒕𝒐 𝑴𝒘𝒊 ∗ 𝜳(||𝒙 − 𝒄𝒊) + 𝒃                    (1) 
 
 
where: 

 f(x) is the network's output for an input data x 
 𝑤  are the internet backbone weights. 
 𝑐 are the centers of the radial basis functions. 
 ||x - 𝑐 || is the distance between the input x and the center c_i. 
 φ() is the radial basis function. 
 b is the biased term 

The radial basis function φ() is typically a Gaussian function, which is given by: 
φ(r) = exp(-(r/σ)^2)                                 (2)                                                                                             

where r is the distance between the input x and the center c_i, and σ is a parameter that controls 
the width of the Gaussian function.RBFN model consists of an input layer, a hidden layer with 
radial basis functions, and an output layer.  
 

 
 

Fig 5: Model Evaluation Methodology 
 

IV RESULT AND DISCUSSION 
The outcomes Figure:7 shows that three comparison models, LSTM, XGBoost, and RBNF, 
achieved exactly equivalent Loss values for all city evaluation metrics. Accuracy, recall, and 
precision are the five cities' values. According to the performance indicators, the performance 
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of RBFNs is superior to that of LSTM and XGBoost. Notwithstanding, the training and 
validation loss curves should be evaluated.Figures 3 and 4 are the models with the greatest 
performance in the evaluation metrics and the best for training and validating loss curves of all 
models tested in the hyperparameters grid search, similar to the approach that was used present 
the results of the previous figure 1. 
 
The collection of datasets from UK cities contains 8 columns and 37k row. This dataset 
contains measurements from different stations.For this research work data from the Kaggle 
dataset: https://www.kaggle.com/josephw20/uk-met-officeweather-data, it contains 
measurements of various weather metrics from differentpoints in the UK. The dataset is located 
here:ch3/uk_rainfall_prediction/data/MET_Office_Weather_Data.csv. 
Accuracy Analysis: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑙𝑎𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

− (3) 
The following table 1 shows the accuracy value of the three different models LSTM, RBNF’s, 
and XGBoost based on the number of iterations.  
 
Table 1: Accuracy Comparison of LSTM, XGBoost and RBNF’s models 
 

No of 
Iterations 

Stacked LSTM 

Accuracy % 

XGBoost Model 
Accuracy % 

RBNF’sModel 
Accuracy % 

 

10 85 88.5 89 

20 86.4 89.2 89.5 

30 87 89.7 90 

40 87.2 90 90.7 

50 87.6 90.2 91.8 
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Fig 6: Accuracy Comparison graph of LSTM, XGBoost and RBNF’s 
 
Table 2: Hyperparameter values and performance of RBFN’s top 5 UK Cities 
 

Model 
Metrics 

Bristol Bradford Cambridge Lincoln Bath 

No 
ofestimators 

28 30 27 32 30 

Subsample 
ratio of 
features 

0.5 0.7 0.5 0.5 0.9 

Subsample 
rarioof 
training 

0.8 0.5 0.6 1.0 1.5 

RMSE 0.29 31.2 0.28 0.33 0.32 

MAE 0.04 0.07 0.04 0.05 0.7 

RAE 11.0 12.0 14.0 16.0 17.0 

 
Model Comparison: 
 
To contrast and assess the fitting and prediction accuracy of the three models, three 
performance metrics were used: root mean square error (RMSE), mean absolute error (MAE), 
and mean of the absolute value (RAE). The better the prediction effect, the lower the values of 
the three measures. The average prediction error is established by the simplest measure of 
fitting and prediction accuracy, MAE. By increasing the prediction error, the root mean square 
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error becomes especially sensitive to infrequent errors and can better reflect the accuracy of 
the prediction results. The following are the specific calculation formulas [4][5][6]. 

𝑴𝑨𝑬 =
𝟏

𝒏
𝜮(𝒊 = 𝟏 𝒕𝒐 𝒏)|𝒚𝒊 − 𝒚𝒊                    (4) 

 

                                  𝑹𝑴𝑺𝑬 = ∑ ||𝒚(𝒊)𝑵
𝒊 𝟏 − 𝒚(𝒊)|| 𝟐                                               (5) 

 

𝑹𝑨𝑬 =

𝐞𝐣

𝐍

𝐣 𝟏

𝐚𝐣 − 𝐚
𝐍

𝐣 𝟏

                                                  (6) 
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Fig:7 (a)Comparison results of the RBFN’s model; (b) Comparison results of the  LSTM 
model;(c)Comparison results of the XGBoost model; (d) Comparison results of the RMSE in 
three models; (e) Comparison results of the MAE in threemodels; (f)Comparison results of the 
RAE in three modelsthree models 
 
V CONCLUSION 
The objective of this report was to make a comparison of rainfall forecasting models based on 
Radial Basis Function Networks (RBFNs) architectures with modern Machine Learning 
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algorithms. To achieve this objective, multiple Stacked-LSTM models,XGBoost (baseline 
model)  and one Radial Basis Function Networks (RBFNs) model were compared to an 
ensemble model yielded by an Automated Machine Learning approach.To evaluate the 
performance of the implemented rainfall forecasting models, historical weather data from the 
UK cities of a non-exhaustive hyperparameters grid search have been used to obtain the best 
achievement of models-based Radial Basis Function Networks (RBFNs). 
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