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ABSTRACT 
According to a research by the Swiss technology company IQAir, India's cities made up 12 of 
the 15 cities with the highest pollution levels and the country's cities had the eighth-most 
contaminated air overall. India's average PM2.5 concentration, weighted by population, was 
53.3 micrograms per cubic metre (g/m3) in 2022 compared to the WHO's suggested yearly 
recommendation level of 5 g/m3. IQAir's World Air Quality Report uses PM2.5, or particulate 
matter with a diameter of less than 2.5 microns, as the primary air quality measure. 
Additionally, the average determined by IQAir exceeded the permissive level of 40 g/m3 
established by India's Central Pollution Control Board. The wireless sensor networks are 
becoming an active research field because of their wide application. This research study shall 
focus on developing an air pollution forecasting approach using the DeepAR, an autoregressive 
recurrent network using the data collected from a wireless sensor network. DeepAR has a high 
prediction ability as the working principle is combined with deep learning and conventional 
probabilistic prediction.  
Keywords: PM2.5 concentration, air quality, DeepAR, autoregressive recurrent network, 
wireless sensor network 

1. INTRODUCTION 

India's air quality is in a terrible state, as evidenced by the 5th Yearly Global Air Quality 
Assessment published by IQAir [1]. 12 of the 15 most polluted towns in South and Central 
Asia are located in India, which ranks eighth on the list of nations with the lowest air quality 
index. In around 60% of the Indian cities examined for the paper, annual PM2.5 levels were no 
less than seven times greater than recommended by the WHO. Only somewhat lower than the 
median PM2.5 level of 58.1 pg/m3 in 2021, 53.3 pg/m3 was recorded in 2022. The highly 
polluted metropolis in India was determined to be Bhiwadi in Rajasthan, with frightening PM 
levels of 92.7; New Delhi was determined to be the highly polluted city among the world's 
major cities, with PM levels of 92.6. 
Asthma, cancer, lung illness, heart disease, and early death are just a few of the health disorders 
that are brought on or made worse by exposure to air pollution. The most vulnerable groups 
affected by air pollution are those who are already at risk, such as elderly people, women, 
children, and outdoor laborers. 89+% of all pollution-related premature deaths happen in 
nations with low and medium incomes. Poor air quality is blamed in the study for 93 billion 
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sick days and more than six million deaths globally each year. Over 1.2 million deaths are 
attributed to air pollution in India each year, according to the World Health Organization [2]. 
When the figures are converted to dollars, they become even more startling; the analysis 
estimates that India loses 150 million dollars annually in the economy. This is particularly 
alarming when taking into account India's sizable vulnerable population. 
We suggested a wireless sensor network air pollution monitoring system in this paper to gather 
data on air pollution. In fact, over the past few decades, air pollution has significantly increased 
due to a growth in industries, automobiles on our roads, and fast urbanization. Over the 
subcontinent, industries have expanded and infrastructure projects have been completed. The 
air quality had declined as a result of combustion in industrial processes, thermal power plants, 
and other chemical businesses. Monitoring air pollution is thought to be a highly difficult 
undertaking, but it is nonetheless crucial. In the past, data collection devices were used for 
gathering data on a regular basis, but this was both time- and money-consuming. The use of 
WSN can simplify air pollution monitoring and enable more immediate results [3, 4]. The 
people should be promptly informed about the extent of the air pollution and any changes to 
the environment so that they can take precautions to ensure their safety. Consequently, a variety 
of forecasting models are used to forecast the pollution level in advance, but more accurate 
models are still needed [5]. 
The people should be promptly informed about the extent of the air pollution and any changes 
to the environment so that they can take precautions to ensure their safety. There are also many 
forecasting models in use to anticipate the level of pollution, but a more precise mathematical 
model is still needed for estimating the level of pollution and the quality index of the air, which 
has a detrimental effect on human health. In India, the amount of air pollution has gotten so 
bad [6] that it has replaced smoking as one of the main causes of cancer, heart disease, and 
several respiratory ailments. The impacts of pollution in the air are concerning since exposure 
to NO2, SPM, and other pollutants might harm our lungs and respiratory systems [7]. Everyone 
needs to be made aware of this hazard indicator in that scenario. It is exceedingly challenging 
to deploy effective sensors everywhere to assess the pollution levels and warn people in 
advance due to federal economic budget constraints. Therefore, it is preferable to create a 
model that can predict pollution levels in advance without relying just on real-time sensor data 
[8]. Global pollution of the air is a serious issue, but it is particularly difficult for emerging 
nations like India which needs more rapid sustainable development. To tackle this problem 
properly, cities' air pollution levels must be measured and monitored continuously. By 
examining the underlying trends included in the managed historical pollutant data, government 
agencies/ department can forecast the pollutant concentrations specific to a given geo-location. 
As a result, the main goal of this study is to forecast the values of the parameters that were 
measured using historical data in order to assess the growing degree of air pollution over a 
given period of time. The DeepAR method is used to forecast the level of air pollution using a 
time series forecasting approach. This forecasting technique can provide predicted values on a 
regular basis to manage air pollution issues efficiently. 

2. LITERATURE SURVEY 

In recent years, there has been an increase in interest in using artificial neural networks (ANNs) 
to estimate and predict ambient air pollution. A greater demand is placed on policy-makers and 
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urban city planners to provide quick and economical solutions to mitigate the effects of air 
pollution because poor air quality in urban areas has been linked to chronic diseases and early 
deaths of vulnerable people in the general population. Numerous applications for both short- 
and long-term forecasting have effectively used ANNs in recent years [9-11]. Nevertheless, 
notwithstanding its effectiveness in many applications, ANN model construction and 
interpretation involve some challenges. In general, data-driven models are problem-specific, 
thus there is obviously no one-size-fits-all method for creating them. However, numerous 
writers claimed that it is still necessary to construct more broad and uniform protocols that 
describe every step in the creation of ANN models [12–13]. 
The Weather Research and Forecast combined with the Community Multi-scale Air Quality 
modelling system and WRF with Chemistry are two common traditional atmospheric models 
[14–15, 31]. Random Forest and Artificial Neural Networks have recently emerged as cutting-
edge techniques for predicting pollutants in the atmosphere or toxins in water [16–18]. A 
unique technique called Recurrent Neural Network (RNN), a time-dependent intelligent deep 
learning computer, is utilized to forecast air pollutants first. Random Forest and RNN are more 
precise, considerably faster to run, and less expensive than classic atmospheric models [14–
16], whose accuracy must be guaranteed by regularly updated pollution inventories. This is 
because pollution inventories are not required with Random Forest and RNN[32][35]. 
Convolutional neural networks are used in the work in [27] to propose a probabilistic 
forecasting framework for multiple related time series forecasting. Both parametric and non-
parametric situations can use the framework to estimate probability density. The method 
described in [26, 30] utilized a long short-term memory network (LSTM) that underwent global 
training to take advantage of the non-linear demand linkages present in an E-commerce product 
assortment hierarchy. A single prediction model is generated across all of the accessible time 
series in LSTM-MSNet, a globally trained Long Short-Term Memory network (LSTM), in 
order to take advantage of the cross series knowledge in a collection of related time series. 
Furthermore, to complement the LSTM learning process, the methodology outlined in [25][33] 
incorporates a number of cutting-edge multi-seasonal decomposition algorithms. Every kernel 
of a multi-kernel convolution layer is fitted to a collection of time series to extract short-term 
features in nearby regions in the neural network architecture proposed in [23, 24, 34,28]. 
Convolution-LSTM layer is applied after the output of the convolution layer to combine trends 
and detect long-term patterns in broader regional areas. An unsupervised pre-trained de-noising 
auto-encoder rebuilds the output of the model in a fine-tuning step to produce a robust 
prediction when faced with missing data. We think that only data with appropriate length and 
high frequency over time can give a precise estimate of the magnitude of the air pollution and 
characterize its trend and pattern due to the high unpredictability and confounding effects of 
meteorological conditions. These set the analysis described in [22,29,39,40] apart from current 
exploratory short-term investigations[36][38]. 
The majority of forecasting techniques currently in use were created for use in forecasting 
single or tiny sets of series of samples. In this method, parameters of the model are separately 
calculated from historical observations for every single series that is presented. DeepAR is a 
deep learning method which consists of recurrent neural network-based forecasting technique 
that builds an universal model from past data for every time series in the training samples. This 
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approach extends earlier research on deep learning for time-series information [19] and adapts 
a recurrent neural architecture design based on LSTM cells [20][41][42] to the forecasting of 
probabilities problem.  
 

3. METHODOLOGY 

Traditional approaches for the prediction of air quality is extremely simple and does require a 
pre and post processing steps for achieving better performance. Current time series models 
typically gain knowledge from prior observations and forecast future values entirely based on 
recent history. These models include Simple Exponential Smoothing (SES) and Autoregressive 
Integrated Moving Average (ARIMA). Furthermore, cross-learning's potential benefits are not 
taken advantage of since the parameters are calculated separately for each time series. In order 
to select the most appropriate model for every time series or group of time series and to account 
for some significant factors, such as autocorrelation structure, patterns, cyclical nature, and 
other explanatory variables, approaches demand us to define heuristics, manual efforts, and 
adjustments steps. In the proposed air quality prediction approach, the first step is to design a 
sensor network to capture the air quality indicators information.  
A WSN has been designed which follows a clustered routing protocol for data aggregation 
from the sensor nodes. This data has been used for evaluating the performance of the model 
with respect to a real time data. The problem of forecasting the air quality indicators has been 
formulated as a regression task and solved using recurrent network based DeepAR model 
which has the ability to scale using the multiple covariates. By utilizing covariates, DeepAR is 
able to capture intricate and cluster dependent associations. The time and effort required to 
choose and prepare variables as well as the model section heuristics generally utilized with 
conventional forecast models are reduced. The block diagram presented in Fig. 1 depicts the 
flow of process and data during the model training and inference phase. 
By randomly selecting a few training samples from every one of the time series in the data set 
used for training, DeepAR builds a model. A pair of neighbouring context and forecast 
windows with specified length makes up each training sample. The context_length 
hyperparameter regulates the network's ability to look back in time, while the prediction_length 
hyperparameter regulates the network's ability to make predictions about the future. Elements 
of the training set that include time-series data that are less than a certain prediction length are 
ignored by the algorithm during training. DeepAR also automatically inputs lagged data from 
the target time series to capture seasonality trends. 
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Fig. 1 Schematic view of PM2.5 Concentration prediction using Deep AR 
3.1 Dataset 
The experiments were performed on the dataset containing the PM2.5 of the five Chinese cities 
including the meteorological data for each of the city over the duration Jan 01, 2010 and Dec 
31, 2015. Dew point, temperature, humidity, atmospheric pressure, cumulated precipitation, 
and wind speed were used for predicting the value of the PM2.5 [22].  
Table 1. Dataset Description 

Item Description 

Characteristics Time Series and Multivariate 

Number of samples 43824 

Number of Attributes 06 (weather and atmospheric parameters) 

Period of Collection 2010 – 2015 

Frequency Hourly Data 

 
3.2 ARCHITECTURE OF DeepAR 
Let us consider that 𝑧௜,௧ represent a value at time t of a series, then the conditional distribution 

can be modeled by 𝑃(𝑧௜,௧బ:்|𝑧௜,ଵ:௧బିଵ, 𝑥௜,ଵ:்) of the forthcoming values in the series 

ൣ𝑧௜,௧బ
, 𝑧௜,௧బାଵ, … . , 𝑧௜,்൧ with respect to the historical data ൣ𝑧௜,ଵ, 𝑧௜,௧బିଶ, … . , 𝑧௜,௧బିଵ൧ where 𝑡଴ 

represents the step from which the value of dependent variable is unknown. The covariates 
𝑥௜,ଵ:் are available for every time steps. The time ranges called as the condition range, and 

prediction range are represented as [1, 𝑡଴ିଵ] and [𝑡଴, 𝑇]. The schematic view of the model is 
given in the Fig.2  

 
Fig. 2 DeepAR Model Architecture [21] 

For every time step ′𝑡′ the covariates 𝑥௜,௧ are given as input to the network, 𝑧௜,௧ିଵ is the value 

to be predicted at the earlier time step, and ℎ௜,௧ିଵis the earlier output of the model. The 

parameters of the likelihood 𝑝(𝑧|𝜃) are estimated by using the output ℎ௜,௧ =

ℎ(ℎ௜,௧ିଵ, 𝑧௜,௧ିଵ, 𝑥௜,௧, 𝛩). To predict the future values, past values in the series 𝑧௜,௧ where 𝑡 < 𝑡଴ 

is given as input to the network. A sample 𝑧̂௜,௧~𝑝൫. ห𝜃௜,௧൯ is given as input for the prediction of 

the next value in the series till all items in the range 𝑡 =  𝑡଴ + 𝑇 are predicted. The model 

distribution 𝑄௵൫𝑧௜,௧బ:்ห𝑧௜,ଵ:௧ିଵ, 𝑥௜,ଵ:்൯ =  ∏ 𝑝(𝑧௜,௧|𝜃൫ℎ௜,௧, 𝛩൯)்
௧ୀ௧బ

 represented as product of 

likelihood that can be parameterized by the output ℎ௜,௧ = ℎ(ℎ௜,௧ିଵ, 𝑧௜,௧ିଵ, 𝑥௜,௧, 𝛩) where ℎ 

represents a function approximated by a stacked layers of recurrent architecture consisting of 
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LSTM cells which are parameterized by Θ. The model is auto-regressive as it consumes the 
last time step 𝑧௜,௧ିଵ and recurrent since the previous model output is given as input for the next 

step. The likelihood follows a fixed distribution having parameters denoted by 𝜃(ℎ௜,௧, 𝛩). 

The joint samples 𝑧̃௜,௧బ:்~𝑄௵(𝑧௜,௧బ:்|𝑧௜,௧బିଵ, 𝑥௜,ଵ:்) can be determined based on the model 

parameters 𝛩. Initially the value of ℎ௜,௧బିଵ is determined for the time range [1, … … , 𝑡଴]. Sample 

𝑧̂௜,௧~𝑝൫. ห𝜃(ℎ෨௜,௧, 𝛩)൯ with respect to ℎ෨௜,௧ = ℎ(ℎ௜,௧ିଵ, 𝑧̃௜,௧ିଵ, 𝑥௜,௧, 𝛩). 

3.3 Design of WSN for Data Collection 
Instruments that can detect changes in the environment are called sensors. The sources of inputs 
including light, temperature, motion, and strain might vary. If sensors are connected to a 
network, they can communicate data with intelligent devices and control devices to create 
useful information. Wireless sensor networks are interconnected networks that monitor the 
environment. Nodes aim to be low power and de-centralized in their distribution. At this time, 
there also exist significant technological barriers to implementing encryption that take into 
account resource constraints such memory, computing power, lifespan of batteries, and 
bandwidth. Various security breaches could put your privacy, device accessibility, or 
availability at risk. Although PM includes a variety of particle kinds, including shapes, sizes, 
and compositions, it may be easily divided into distinct sub-categories based on the specifics 
of the particle size. Particles with a median diameter of 2.5 micrometres are the most common 
type of PM2.5 particle. 
 The aim of installing WSN is to gather environmental data from sensors or to transmit data to 
the environment (actuators). Cheap cost environment monitoring systems are appropriate for 
using the cheap cost silicon sensors in an array form. This array could be improved by adding 
temperature, pressure, and humidity sensors to track air quality concentrations as well as other 
physical characteristics for better calibration. The calibration is done in two parts in the first 
step. Choosing the measurement unit's thickness is also important. It's crucial to use "zero air" 
to determine a sensor's zero value. However, there is no agreed-upon definition of what 
constitutes a sensor. "zero air" All sensors are therefore initialized in the morning in clean air. 
6LoWPAN is used as the communication protocol which permits the transmission and retrieval 
of IPv6 packets from networks based on IEEE 802.15.4. It can make sense at a distance of 45 
to 90 metres by consuming a fair amount of energy. 
A variety of sensing devices and a transmission mechanism are needed for the presented 
wireless sensor network air pollution monitoring system (WAPMS) in order to send the data 
to the server. Data is automatically collected by the sensor nodes and transmitted to one or 
more control stations, which then send it to a sensor network server. The nodes are encouraged 
to transmit data without any central oversight because the framework instructs them to do so 
in order to collect the data. In order to best manage the enormous volume of data acquired by 
the system and to organize the various components involved, the approach divides the region 
of concern into numerous smaller sections. 
One cluster head is deployed in each zone, resulting in clusters with nodes in each area that 
collect, aggregate, and send data back to the sink from them. The sensor nodes are then 
randomly placed in the various zones. This arrangement will gather the data and transmit it via 
multi-hop routing to the cluster head in the corresponding region. There would be a number of 
sinks that would collect aggregates from the cluster heads and transfer them to the gateway. 
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Each drain will be assigned a set of cluster heads. The gateway would compile the information 
from the sinks, transmit it to the database, and then provide it to our submission. 

4. EXPERIMENTS AND RESULTS 

The autoregressive characteristics of the deepAR network denotes that both input given to the 
model and output generated by the network scale with the observations of the network, but the 
non-linear nature of the model poses a limit in the range of operation. The network must learn 
to scale the input to a range and invert the same at the output layer. This is addressed in this 
study by dividing the input by a scaling factor and conversely increasing the likelihood 
parameters. Selecting an optimal value of the scaling factor impacts the overall performance of 

the network, this study uses the average value o𝑣௜ = 1 +  
ଵ

௧బ
∑ 𝑧௜,௧

௧బ
௧ୀଵ  which is a heuristic 

approach that yield better result.  The hyperparameters used during the training of DeepAR 
model was given in Table 2. 
Table 2. DeepAR model Hyperparameter Values 
Parameter Value 

Learning rate 0.001 

Likelihood Gaussian 

Mini Batch size 256 

Number of layers 04 

Dropout rate 0.15 

Time Frequency Hourly 

Prediction Length 48 

Epochs 200 

Weight Decay 1e-6 

 
Weight Decay or L2 regularization offers a method to lessen a deep learning neural network 
model's overfitting to the training data and enhance the model's performance on test samples. 
A regularization technique called dropout excludes input and recurrent connections to LSTM 
units probabilistically from weight and activation updates during network training. As a result, 
overfitting is decreased and model performance is enhanced. To parameterize a Gaussian 
likelihood function, DeepAR uses LSTMs. Specifically, to estimate the Gaussian function's 
parameters. 
A stochastic optimization process that uniformly chooses training examples at random extracts 
a time series with big scales resulting in such time series which cause the model underfit. This 
imbalance in the data is the second factor to consider. This could be particularly troublesome 
in the context of demand forecasting, where high-velocity products may behave qualitatively 
differently from low-velocity ones and where precise forecasts for high-velocity items may be 
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more crucial for achieving certain business goals. By randomly selecting samples from the 
examples during training, we can combat this impact. In specifically, our weighted sampling 
method establishes a window selection probability proportional to 𝑣௜. This sampling plan is 
straightforward but successful in reducing the skew. The standardized covariates have a mean 
value of zero and a variance value as one by applying the proper normalization. Considering a 
time series dataset used for training {𝑧௜,ଵ:்}௜ୀଵ,….ே along with its covariates 𝑥௜,ଵ:்; such that the 

value of the 𝑧௜,௧ in the prediction range is known, then the 𝛩 parameters of the model can be 

determined maximizing the log-likelihood  𝐿 =  ∑ ∑ log 𝑝(𝑧௜,௧|𝜃൫ℎ௜,௧൯)்
௧ୀ௧బ

ே
௜ୀଵ . It can be 

optimized using a SGD by estimating the gradients with reference to 𝛩.  
In all tests, we employ the ADAM optimizer with early halting and conventional LSTM cells 
with a forget bias set to 1.0, and 200 samples are taken from our decoder to produce predictions. 
The optimum setting for the hyper-parameters item output embed dimension and # of LSTM 
nodes is found via a grid-search. To do this, the data prior to the prediction start time are divided 
into two partitions and utilized as the training set. We fit our model on the training set's first 
partition, which contains 90% of the data, for every hyper-parameter candidate, then choose 
the one with the lowest negative log-likelihood for the remaining 10% of the data. The 
evaluation metrics are assessed on the test set, or the data that comes after the forecast start 
time, after identifying the optimal values of hyperparameters.  
 
The ND and RMSE are metrics used for assessing the performance of the prediction model. 

𝑁𝐷 =  
∑ |𝑧௜,௧ − 𝑧̂௜,௧|௜,௧

∑ |𝑧௜,௧|௜,௧
 

Eq. 1 

𝑅𝑀𝑆𝐸 =  
ට

1
𝑁(𝑇 − 𝑇଴)

∑ (𝑧௜,௧ − 𝑧̂௜,௧)ଶ
௜,௧

1
𝑁(𝑇 − 𝑇଴)

∑ ห𝑧௜,௧ห௜,௧

 

 

Eq. 2 

 
On the datasets, DeepAR performs better than other approach. The outcomes highlight the 
value of modelling these datasets with a count distribution, while rnn-gaussian produces less 
accurate findings. The lack of scaling and weighted sampling has a detrimental impact on 
forecast accuracy overall. For evaluating the performance of the model the following metrics: 
normalized deviation (ND) and normalized root-mean-square error (NRMSE) were used. The 
findings indicate that MatFact is underperforming DeepAR. The creation of a model of time 
series using the ARIMA model is made easier by using Auto ARIMA. The most effective 
parameter values (p, d, and q) are automatically generated using Auto ARIMA. The model will 
produce reliable forecast results using the best values that were generated. Also the 
performance of the DeepAR model is compared with the Auto ARIMA model. The creation of 
a model of time series using the ARIMA model is made easier by using Auto ARIMA. The 
most effective parameter values (p, d, and q) are automatically generated using Auto ARIMA. 
The model will produce reliable forecast results using the best values that were generated. 
Various techniques, such as log transformation, differencing, removing the rolling mean, taking 
the square root, etc., can be used to solve this issue if the time series is not stationary. The key 
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benefit of auto ARIMA is that it first does a number of checks to determine whether or not the 
time series is stationary. Additionally, it makes use of a smart grid search technique to establish 
the ideal values for p, d, and q. 
Table: 3 Comparison of model performance 
 Normalized 

Deviation 
Normalized RMSE 

Auto-
ARIMA 

0.158 1.23 

MatFact 0.14 1.08 

DeepAR 0.085 0.96 

 
The predictive performance of the DeepAR model is presented in Fig. 3 with reference to the 
actual values of the PM2.5 concentration. The average error in prediction is 14.3 whereas for 
the MatFact model the average error was observed to be 29.6. The DeepAR model was able to 
capture the trend and seasonality in the PM2.5 series. The regularization parameter to control 
model overfitting issues weight decay. In order to prevent overfitting, a larger value of weight 
decay achieves greater regularization; but, if fixing it too high, the model will be too 
constrained to learn anything. The weight decay value used in our experiments is 1e-6.  
The optimum setting for the hyper-parameters item, such as the number of LSTM nodes and 
layers, is found using a grid-search. To do this, the data prior to the prediction start time are 
divided into two divisions and utilized as the training set. We fit our model on the training set's 
first partition, which contains 90% of the data, for every hyper-parameter candidate, then 
choose the one with the lowest negative log-likelihood for the remaining 10% of the data. The 
evaluation metrics are assessed on the test set, or the data that comes after the forecast start 
time, once the optimal collection of hyper-parameters has been identified. It should be noted 
that this process may cause the hyper-parameters to be overfit to the training set. 

 
0

200

400

600

800

1000

1200

PM
 2

.5
 C

on
ce

nt
ra

tio
n Actual PM2.5



TIME SERIES BASED AIR QUALITY FORECASTING USING AUTOREGRESSIVE RECURRENT NETWORK 

 
Journal of Data Acquisition and Processing Vol. 38 (3) 2023      2055 

 

 
Fig. 3 Analysis of Predictive Performance of DeepAR 

CONCLUSION 
The forecasting ability of the DeepAR model was demonstrated on a benchmarked dataset and 
its performance was compared to the contemporary approaches to infer that deep learning 
techniques can significantly increase forecast accuracy compared to existing prediction 
methods. Our suggested DeepAR model generates calibrated probabilistic predictions with 
high accuracy, is efficient at developing a model from associated temporal series, can analyze 
data having values at varying scales through a scaling and sampling technique, and can learn 
highly non-linear patterns including seasonality and uncertainty over time varying data. This 
model can be used for prediction where a few training samples are available and performs well 
over a wide range of datasets when the model hyperparameters are tuned. In the experiments 
the hyperparameters value are estimated using a grid search approach. A better method is to 
estimate the model weights and assess the negative log-likelihood on not overlapping time 
intervals in addition to distinct windows. For each dataset, we manually adjust the learning 
rate, keeping it constant during hyper-parameter tweaking. 
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