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Abstract 
Diabetic Coronary heart disease is caused because of the plaque which block the flow 

of the blood inside the artery.  The identification of this disease at the earlier stage could reverse 
the same and save valuable human life. To help in predicting it significantly Machine learning 
algorithm and Artificial Neural network (ANN) can play a major role. In this research work 
the machine learning algorithms ANN, Support Vector Machine (SVM) and Decision Tree 
(DT) are applied on the data consisting the various parameter causing the Diabetic Coronary 
heart disease. Two different datasets namely National Health and Nutrition Examination 
Survey (NHANES) and South Africa heart disease data are used for evaluation. A comparative 
analysis on all the three algorithms were carried out and in both the cases the highest accuracy 
in predicting the disease was produced by ANN. 

Keywords: Diabetic Coronary heart disease, Artificial Neural Network, Support 
Vector Machine, Decision Tree, Machine Learning 

1. Introduction 
In the modern society the modality rate due to cause of diabetic coronary heart disease is 

increasing date by date and people who are in the age group of 20 to 30 are also affected by 
this disease-causing death in most of the cases. Among the total deaths, one-third occurs with 
persons below the age of 70 [1]. One of the leading causes of the modality is coronary heart 
disease and close to nineteen million people lose their precious life in the entire world. Some 
of the cause of this disease are too much tension, bad habits such as smoking, insufficient 
physical activity, hypercholesterolemia etc. Sex, smoking, age, family history, poor diet, 
cholesterol, physical inactivity, high blood pressure, overweightness are the key factors of 
invoke the diabetic heart disease [2]. Coronary heart disease is one of the vital diseases, causes 
of death around the world. Predicting the diabetic coronary heart disease based on the 
symptoms is one of the challenging tasks in the field of medical data analysis. Machine learning 
(ML) algorithms is useful in predicting in terms of decisions making on the basis of the data 
available in medical field around the world [3]. Machine learning algorithm can be divided into 
three categories. Supervised machine learning; task drive, labelled data 
(Classification/regression) Unsupervised machine learning; data-driven, unlabelled 
data(clustering); Reinforcement Learning; learning from mistakes [4]. In this research work 
NHANES data is used for the analysis. The machine learning techniques such as SVM, DT are 
used for the analysis and well-known machine learning model ANN is used. The ANN model 
is first trained with the known set of data and then the model is tested for the new data [5]. A 
comparative analysis is made comparing ANN with the other machine learning algorithms 
SVM and Decision tree. ANN has the advantage of better adaptability compared to the machine 
learning algorithms. The machine learning algorithm and the ANN model after analysing the 
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data gives the prediction which helps the medical practitioner to confirm the disease and 
thereby can take necessary diagnosis to help the patient to recover from the disease.  The first 
steps in the process is to identify the parameter which are correlated to the cause of the disease. 
After the details analysis the major parameter correlated for the cause of the disease are age, 
physical level of workout, smoking habit, the gender of patient, cholesterol, high-density 
lipoprotein (HDL) cholesterol, low-density lipoprotein (LDL) cholesterol, very low-density 
lipoprotein (VLDL) cholesterol, fasting plasma glucose, arterial hypertension, diabetes 
mellitus, body mass index BMI, and details of family members affected with Coronary heart 
disease. As the Diabetic Coronary heart disease is a major concern for the society careful 
selection of the parameter correlating to the disease plays the major role. Any negligence of 
the parameter which is highly correlated to the disease will make the prediction model created 
less reliable [6].  

In this paper supervised machine learning algorithms are used to predict the diabetic 
coronary heart disease based on the symptoms. There are three algorithms are used to predict 
the disease and compare the accuracy of the result. 

The flow of the paper is next session discuss about the related work to the Diabetic 
Coronary heart disease and then next session give the details of the data and the necessary pre-
processing steps to be taken before applying to the algorithm. Then the next session gives 
detailed explanation of the Neural Network models used followed by the machine learning 
algorithm used. Finally, the result and the conclusion of the work is presented 
2. Related work 

The literature work related to predicting Diabetic Coronary heart disease involving 
Machine Learning Algorithm and ANN related is presented here. Atkov, Oleg Yu, et al., used 
ANN model to predict the coronary heart disease. The dataset includes both clinical and 
functional dataset. Multiple ANN models are created by varying the input parameters and the 
maximum accuracy obtained by them is 94% [7]. Dutta, Aniruddha, et al. proposed the neural 
network model with convolutional later for the prediction of coronary heart disease using 
clinical data [8]. The advantage of this model lies in the design of two convolutional layers 
which is used to over the imbalance in the data. 

Babaoglu, Ismail, et al. compared the support vector machine with multilevel neuron 
perceptron model in predicting the coronary artery disease [9]. The data used for this analysis 
is got by performing the stress test. K cross validation is used to increase the accuracy of the 
test result. The results show that both the model achieves similar results. 
 Ivanov, Ivelin Georgiev, et al. proposed the modification in the support vector machine 
for predicting the Coronary heart disease by making the input n folds there by one fold is used 
for testing and remaining folds are used for training the model [10]. Dinh, An, et al. used 
various machine learning models such as logistic regression, SVM, Random forest, XGBoost 
and Ensemble on data for various timeline and for various category of diabetic and it is found 
that Random forest, XGBoost and Ensemble performs well [11]. The experiments were carried 
out for clinical and non-clinical data separately. Again the machine learning algorithms are 
implemented for the models for the data containing parameter for cardiovascular disease. 
 Khdair, Hisham, et., analysed different machine learning algorithm such as SVM, K-
Nearest Neighbour, Neural Networks and a specific technique namely SMOTE is used to 
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overcome the imbalanced classification problem [12]. The result shows that SVM algorithm 
outperformance the other algorithm. Fan, Rui, et al. used the neural network model in 
predicting type 2 diabetes and to improve the accuracy fivefold cross validation is used [13]. 

Qu, Yimin, et al. used retinal image of the patient to analysis the existence of the coronary 
heart disease [14]. The retinal characteristic was estimated using the ARIA algorithm and 
followed by that machine learning algorithm is used with ten-fold cross validation method and 
an accuracy of 85 percent could be achieved. Helman, Stephanie M., et al. surveyed all the 
recent article related to the Coronary heart disease and it is found that neural network and the 
SVM algorithm are mostly used which achieves the accuracy level of 80 percent [15].  
Krishnani, Divya, et al., used random forest, k nearest neighbours and decision tree for 
predicting Coronary heart disease and found that by cleaning the data random forest could 
provide height accuracy [16].  

3. Materials and Methods 
3.1 Dataset 

The data is collected from National Health and Nutrition Examination Survey 
(NHANES). The data is segregated into two categories namely the clinical data which got 
through the lab test and the second category is non-clinical data such as age, level if physical 
activity etc. Apart from this data the data from our survey and some clinical data also added 
up to the existing NHANES data. Thus, the overall data collected has 900 data of the people 
with Diabetic Coronary heart disease and 1400 data of the people without Diabetic Coronary 
heart disease. Thus, the final data represents the collection of statics and clinical data. The 
table1 and table 2 below lists the details of the various variable considered for the analysis. 

Table 1: Clinical Parameters Considered for the Analysis 
S.no Parameter Description 

1 Total Cholesterol It the sum of the good and the bad Cholesterol in 
the blood. 

2 HDL High-density lipoprotein is the good Cholesterol 

3 LDL Low- density lipoprotein is the bad Cholesterol 

4 VLDL Low- density lipoprotein is also the bad 
Cholesterol 

5 Arterial hypertension Indicates high blood pressure in the arteries 

6 Fasting plasma glucose The expected range is between 70-100 mg/dL 

7 Diabetes mellitus Parameter indicating usage of blood sugar by the 
body 

 
Table 2: Non Clinical Parameters Considered for the Analysis 

S.no Parameter Description 
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1 Age The age of the people 

2 Gender Gender of the people. Considered as some study 
shows male are more vulnerable to this disease 

3 BMI(Body Mass Index) Parameter indicating a person is normal, 
overweight, underweight or obese 

4 Physical Activity The activity are classified as less, moderate and 
vigorous 

5 Smoking Habit Smoking habit of the people 

6 Genetic To know about any family members are affected 
with this disease 

 
As indicated Table 2 consists of the clinical and Table 3 consists of the non-clinical data. 

It is always a better practise to clean the data before feeding to the machine learning model 
as any un-cleaned data will make the model created less accurate. The null values in the data 
if any has to be removed especially dealing with medical data so as to make the model create 
to work accurately.  

3.2 ANN Model 

      ANN model can be used for the classifying the disease into Diabetic Coronary heart disease 
or not Diabetic Coronary heart disease. In the absence of any strong mathematical function 
the best way to predict the result by training the data is the ANN model. The significance of 
ANN is in the correct classification for the unseen data thus making this model the most 
chosen for complex classification of the data. Thus many ANN model can be created for 
different dataset also for predicting various disease of interest. The model will perform better 
if the dataset has the parameter which has high level of correlation to the desired disease 
prediction. In this article the ANN model created is separately used for clinical and on clinical 
data and the accuracy is noted for each cases. The following figure 1 shows the general 
structure of the ANN model. 

 
 
 
 
 
 
 

 
 

Figure 1 General Structure of ANN Model 
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3.3 Construction of ANN Model 

Artificial Neural Network model has 3 layers namely input, hidden and the output layer. 
The neuron available at each later are interconnected from the input layer to the output 
layer. In the model created for predicting the Diabetic Coronary heart disease three hidden 
layers are created. Activation function plays the major role in the ANN model. The 
activation function used for the hidden layer is sigmoid function and the activation function 
used for the output layer is soft max function as it works better for the classification 
problem. The data are split into training and test data and the model is first trained with the 
know set of data and thus it helps the model to learn and the same model is then tested for 
its accuracy with the test data. In the forward propagation each and every neuron collects 
significant amount of information and the weight are adjusted during the backward 
propagation to as to make the system predict accurate results. Root mean square 
propagation (RMSProp) is used in the backward propagation so as to ensure minimum cost. 
The algorithm for the ANN model is mentioned below. 

 
 
 
 
 
 
 

 
 
 
 
In the ANN model the parameter which have high correlation towards the Diabetic Coronary 
heart disease are considered so as to improve in achieving higher accuracy of the model. The 
neuron used at various stages in the ANN model are used to collect the finest of the details 
which helps in providing a good relation between the input and the output of the model. The 
equation 1 represents the output of each neuron and equation 2 and 3 represents the softmax 
and the relu activation function. 
N0 = f (∑ w ni + bias)                                                                                                       (1) 
Where N0 represents the output from neuron and w represents the weight which will be adjusted 
during backward propagation in the training process to improve the model efficiency, ni 

represents the input to each neuron in the mode. 
The softmax activation function is used at the output layer which predicts the classification 
based on the probability value. The softmax function s(x) is mentioned below 
S(x) = 1 / (1+ e x)                                                                                                               (2) 
Any value which has a higher probability value will be concluded into the corresponding 
classification. 
Relu activation function has got the name from the rectifier used in the electronic devices and 
its significance is it will activate only certain neuron in the ANN model. It will produce output 
only for the input which is positive and rest all values will be considered zero. 

Algorithm for predict diabetic coronary heart disease using ANN 
1. Begin 
2. The pre-processing of diabetic coronary heart disease dataset using Exploratory   
    Data Analysis (EDA) methods. Handles the missing values and repeated data also. 
3. Feature selection techniques using standard state of art and proposed DCHD using 
    ANN algorithm  
4. The dataset can be divided into train and test. Train the classifiers using train  
     Dataset 
5. Validate using testing dataset 
6. Compute the performance evaluation metrics 
7. End 
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R (x) = max (0, x)                                                                                                                  (3) 
3.4 Machine Learning Algorithm 

There is various machine learning model available and the algorithm which are well suited 
for the classification problems are Support vector machine and Decision tree. Since the 
objective is to predict the whether the patient is having Diabetic Coronary heart disease or 
not these machine learning algorithms are considered. The advantage of these machine 
learning algorithms are they are not sensitive to the outliers and the structure of the data. 
Thus these algorithm works well even for the un-cleaned data. 

3.4.1 Support Vector Machine 
Support Vector Machine is a machine learning algorithm which finds its application in 
classification as well as in the regression problems. More dominantly it is used in the 
classification rather than the regression problem. The SVM analysis the data and then 
creates the decision boundary in the n dimensional space. Any new data point will for in to 
a certain separated by the boundary and thus is much useful for the classification problem. 
The boundary created for classification of the data is called as the hyperplane. The data 
points which are close to the boundary are called as the support vectors thus this algorithm 
is called as support vector machine. SVM creates better decision boundary for both the 
linear and the nonlinear data. The figure 2 below indicates the SVM. 

 
Figure 2 Support Vector Machine 

As represented in the figure 2 the maximum margin available is the difference between the 
positive and the negative hyperplane. Any point below the support can be categorised to a 
particular classification. 

3.4.2 Decision Tree 
A decision tree is an important machine learning algorithm used for the classification 
application. The structure of the decision tree will be similar to the flowchart. Each node 
classifies the data into two parts based on certain criteria. Thus based on the outcome each 
leaf label will be classified and will be associated with certain label. 
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3.4.3 Construction of the Decision Tree  
Each and every layer of the tree the data will be subdivided based on the certain criteria 
and thereby will be labelled appropriately. This process will be applied further in a 
recursive way such that all the data are classified into its corresponding category. The 
advantage of the model is that it does not require any prerequisite knowledge about the 
data. This algorithm also provides high accuracy in predicting the results even for a higher 
dimension of the data. The figure 3 below shows the representation of the decision tree 
algorithm. 

Figure 3 Representation of Decision Tree Algorithm 
As represented in the above diagram each node checks for the given condition and based 
on the decision made a particular path is followed and this process continues till a point 
where no further classification is possible. 

4. Result and Discussion 
The entire dataset was first divided into training and test data. The training set had 80% 

of the data, whereas the testing set contained 20% of the data. Then the ANN model will 
be first trained with the known set of data and once the model learn then it will be tested 
with the test data. The accuracy can be increased if random sample of data are used for 
training and testing and for this purpose k-fold cross validation method is used. In this 
method the data will be divided into k subsets of equal size. Thus the training and testing 
are performed k times. In each of these cases one fold will be used for the testing and the 
remaining fold will be used for training the model. Since it is repeated K times the average 
of these will give the test accuracy of the model. 
      As mentioned earlier the data collected for clinical and nonclinical data are 
individually trained using the machine learning algorithm and the ANN model. The 
following important parameter are notes such as accuracy, precision, recall and F1 score 
for both the cases. The above parameters are derived from true positive, true negative, false 
positive and false negative of the confusion matrix. Here true positive is the case where 
the classified one and the predicted one are the same and true negative is the case where 
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the again the predicting for non-belonging to the class is identified properly. The 
parameters are calculated by Accuracy = TP+TN/TP+FP+FN+TN, Precision = TP/TP+FP, 
Recall = TP/TP+FN and F1 score= 2*(Recall * Precision) / (Recall + Precision). 
The table 3 below shows the details of the result for diabetes classification and Coronary 
heart disease classification with non- clinical data 

Table 3 Table of Results for Non-Clinical Data 
S.no Category Model Accuracy Precision Recall F1 Score 

1 diabetes 
classification 

SVM 0.834 0.76 0.76 0.76 

2 diabetes 
classification 

Decision 
Tress 

0.786 0.74 0.74 0.74 

3 diabetes 
classification 

ANN 0.914 0.84 0.84 0.84 

4 Coronary 
heart disease 
classification 

SVM 0.843 0.81 0.81 0.81 

5 Coronary 
heart disease 
classification 

Decision 
Tress 

0.791 0.74 0.74 0.74 

6 Coronary 
heart disease 
classification 

ANN 0.932 0.89 0.89 0.89 

 
The table 4 below shows the details of the score for diabetes classification and Coronary 
heart disease classification with clinical data 

Table 4. Table of Results for Clinical Data 
S.no Category Model Accuracy Precision Recall F1 Score 

1 diabetes 
classification 

SVM 0.861 0.81 0.81 0.81 

2 diabetes 
classification 

Decision 
Tress 

0.714 0.70 0.70 0.70 

3 diabetes 
classification 

ANN 0.912 0.89 0.89 0.89 
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4 Coronary 
heart disease 
classification 

SVM 0.892 0.81 0.81 0.81 

5 Coronary 
heart disease 
classification 

Decision 
Tress 

0.784 0.72 0.72 0.72 

6 Coronary 
heart disease 
classification 

ANN 0.921 0.90 0.90 0.90 

 
 From the above two tables it is quite evident that the ANN model outperforms the other 
machine learning algorithm such as Decision tree and SVM. The machine learning 
technique in future will be a part of the entire diagnosis system for all types of disease and 
will assist the medical practitioner in taking the better decision [17-18]. Uploading the data 
in the cloud and applying the various machine learning algorithm to predict the algorithm 
giving better accuracy will be a normal practice in the near feature [19]. The figure 4-7 
represents the various score for diabetes and Coronary heart disease classification for non-
clinical and clinical data respectively. The test data are taken for the analysis and the results 
of ANN algorithm produce the better accuracy among the other two algorithms for diabetic 
coronary heart disease for both clinical and non-clinical data. Because ANN is capable of 
learning and modelling complicated correlations between features or inputs. This will 
assist the model in appropriately classifying the unseen data. The information in ANN is 
stored throughout the network, therefore if certain bits of information are lost, it will not 
influence the network's functioning or output, hence ANN has a higher accuracy rate than 
other approaches. 

 
Figure 4: Comparisons of ANN, SVM and Decision Tree for Diabetes – Non Clinical data 
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Figure 5: Comparisons of ANN, SVM and Decision Tree for Coronary Heart disease 

Non Clinical data 
 

 
Figure 6: Comparisons of ANN, SVM and Decision Tree for Diabetes Clinical data 
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Figure 7: Comparisons of ANN, SVM and Decision Tree for Coronary Heart Disease 

Clinical data 
 

5. Conclusion 
Machine learning can be effectively implemented in healthcare filed. The aim of this paper is 
to discover a model for efficient prediction of diabetic coronary heart disease among the 
dataset. The dataset chosen from the online repository. Prediction of Diabetic coronary heart 
disease using SVM, Decision tree and ANN is carried out and the better accuracy is achieved 
with ANN model for both the clinical and the non-clinical data. The objective of this research 
work is to identify the Diabetic coronary heart disease during examination and thereby moving 
towards proper prediction and thus avoiding the loss of precious human life. In near future all 
the medical practitioner will be getting the necessary suggestion for all the disease as there are 
abundant amount of data available with various clinics. Also cloud based data analysis will be 
carried out using appropriate machine learning algorithm making the path for the future. 
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