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Abstract: In this paper, Runge- Kutta of the second and fourth order are applied to solve 
systems of linear differential equations of first order or single equation of second order which 
is converted  to system of linear differential equations of first order. Moreover, the results of 
the solutions are compared, and the relative errors are computed that gave approvals in the 
application of the methods studied.  
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1  Introduction  
               Systems of differential equations appear in many fields of science, including finance, 
computing, and mechanics. Solving a system of differential equations means finding the values 
of the variables that make each equation true, where it can be written in the form of a vector or 
arrays and solved by the usual classical methods. Integral transforms one of the methods are  
used to solve systems that characterized by high accuracy and speed such as Laplace, Noval, 
Shehu and Elzaki transform...etc [1,2,3,5]. 
         In addition, different numerical methods are used for solving these systems of differential 
equations to get approximate solutions of mathematical problems[4,7], where the use of direct 
methods to solve these systems requires great computational effort, so many researchers go to 
solve the use of iterative methods (approximate methods) that do not calculate the direct 
solution, but start with an approximate value, for instance the Jacobi iterative method, the 
Gauss-Seidel iterative method and Taylor method ...etc[6,11,12]. The researchers worked on 
developing these methods and solving them in more accurate and effective ways, and using 
them to solve a lot of applications in other sciences. 
      Rung -Kutta is one of the important and accurate numerical methods for solving ordinary 
differential equations [8,9].This method depends on the initial values of the system, where the 
authors applied it in many mathematical applications[10,13,14].   
       In this work, Some applications that is expressed in a linear system of ordinary differential 
equations of the first order or a single differential equation of the second order which is 
converted into a linear system of the first order are solved, such as the salt deposition system in 
the tank, the spring equation and the charge equation in the electrical circuit 
2-Preliminaries. 
In this section ,we introduced some preliminaries which need in the following work. 

2.1) System of linear differential equations: 
       An 𝑚 × 𝑚 system of first order linear ODEs is a set of 𝑚 differential equations          
involving 𝑚  unknown functions  𝑠ଵ, ⋯ , 𝑠௡ and has the form: 
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𝒹𝑠ଵ

𝒹𝑡
=  𝑎ଵଵ𝑠ଵ(𝑡) +  𝑎ଵଶ𝑠ଶ(𝑡) + ⋯ + 𝑎ଵ௠𝑠௠(𝑡) + 𝑔ଵ(𝑡) 

𝒹𝑠ଶ

𝒹𝑡
=  𝑎ଶଵ𝑠ଵ(𝑡) +  𝑎ଶଶ𝑠ଶ(𝑡) + ⋯ + 𝑎ଶ௠𝑠௠(𝑡) + 𝑔ଶ(𝑡) 

          ⋮                                                                                                                                       ⋯ (1)                                                                                                   
𝒹𝑠௠

𝒹𝑡
=  𝑎௠ଵ𝑠ଵ(𝑡) +  𝑎௠ଶ𝑠ଶ + ⋯ + 𝑎௠௠𝑠௠(𝑡) + 𝑔௠(𝑡) 

 
If each of the functions 𝑔௝(𝓉) is identically zero, then the system (1) is said to be 

homogeneous; otherwise it is nonhomogeneous,  𝑎ଵଵ, ⋯ , 𝑎௠௠ are constan coefficients.The 
vector valued function 

𝒹ௌ

𝒹௧
= 𝑆ᇱ(𝓉) = ൦

𝑠ଵ
ᇱ (𝑡)

𝑠ଶ
ᇱ (𝑡)
⋮

𝑠௠
ᇱ (𝑡)

൪ ,   A= ൦

𝑎ଵଵ 𝑎ଵଶ   ⋯ 𝑎ଵ௠

𝑎ଶଵ 𝑎ଶଶ ⋯ 𝑎ଶ௠

⋮
𝑎௠ଵ

⋮
𝑎௠ଶ

⋮
𝑎௠௠

൪    𝑎𝑛𝑑 𝐺(𝑡) = ൦

𝑔ଵ(𝑡)

𝑔ଶ(𝑡)
⋮

𝑔௠(𝑡)

൪ 

 
The left side of (1) are the components of the vector𝑆ᇱ(𝑡) while the right side of (1) are the 
components of the vector A(𝑡)𝑆(𝑡) + 𝑔(𝑡) ,  and we can write equation (1) in the concise 
form 
                                                    𝑆ᇱ(𝑡) = A(𝑡) 𝑆(𝑡) + 𝐺(𝑇) 
Moreover, if  , 𝑠ଵ(𝑡), 𝑠ଶ(𝑡), ⋯ , 𝑠௡(𝑡) satisfy the initial conditions 𝑠ଵ(𝑡଴)=𝑠ଵ

଴  
, 𝑠ଶ(𝑡଴)=𝑠ଶ

଴, ⋯ , 𝑠௠(𝑡଴) = 𝑠௠
଴    then S(t) satisfies the initial value problem  

𝑆ᇱ(𝑡) =A(𝑡) 𝑆(𝑡) + 𝐺(𝑡)       ,               𝑆(𝑡଴) =  𝑆଴     ,         where     𝑆଴ =

⎣
⎢
⎢
⎡
𝑠ଵ

଴

𝑠ଶ
଴

⋮
𝑠௠

଴ ⎦
⎥
⎥
⎤
  

2.2) Conversion of Higher Order Equations to First Order Systems  
Every 𝑚௧௛ order differential equation for the single variable 𝒴  

 𝒴(௠)(𝑡) = 𝑓(𝑡, 𝒴, 𝒴⸝ ⋯ 𝒴(௠ିଵ)) 
        can be converted into a system of m first-order equations for the variables  

൮

𝑆ଵ(𝑡)
𝑆ଶ(𝑡)

⋮
𝑆௠(𝑡)

൲

ᇱ

= ൭
1 ⋯ 0
⋮ ⋱ ⋮

𝑎ଵ௠ ⋯ 𝑎௠௡

൱ ൮

𝑆ଵ

𝑆ଶ

⋮
𝑆௠

൲ + ൮

0
0
⋮

𝑔(𝑡)

൲         . 

(2-3) Numerical Solutions for Systems of differential equations with initial values  .    
    In this section, we derivative Runge- Kutta methods for system in dimension two m=2.                       

 (2.3.1) Runge-kutta method of Second-order 
We generalize the method of Runge- Kutta  from the second order to solve the system of 
initial value problem of two differential equations (1), by applying them to the axes, the 

binary solution of  ϒ௜ ,𝑍௜ and it has the iterative form: 

 

𝑦௜ାଵ = 𝑦௜ +
1

2
(𝐼ଵା𝐼ଶ) 

                                                         𝑍௜ାଵ = 𝑍௜ +
ଵ

ଶ
(𝐿ଵା𝐿ଶ)                        ⋯  (2.1) 
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𝐼ଵ = ɧ ∙ 𝑓ଵ(𝑡௜,𝑦௜,𝑧௜) 

𝐿ଵ = ɧ ∙ 𝑓ଶ(𝑡௜,𝑦௜,𝑧௜) 

𝐼ଶ =  ɧ ∙ 𝑓ଵ(𝑡௜ + ɧ , 𝑦௜ + 𝐼ଵ , 𝑧௜ + 𝐿ଵ) 
𝐿ଶ = ɧ ∙ 𝑓ଶ(𝑡௜ + ɧ , 𝑦௜ + 𝐼ଵ , 𝑧௜ + 𝐿ଵ)                                                    ⋯ (2.2) 

 
i=0,1,2,⋯            with  initial condition  ϒ(𝑡଴) = ϒ଴  ,  𝑍(𝑡଴) = 𝑧଴  . 

(2.3.2) Runge-kutta method of fourth-order 
We suffice with generalizing the traditional method of Runge- Kutta from the fourth order to 
solve the initial value: 
 ϒᇱ(𝑡) = 𝑓ଵ (t, ϒ, 𝑧(𝑡)) 
𝑍ᇱ(𝑡) = 𝑓ଶ (t, ϒ, 𝑧(𝑡)) 
And get the formula. 
 

𝑦௜ାଵ = 𝑦௜ +
1

6
(𝐼ଵା2𝐼ଶ + 2𝐼ଷ + 𝐼ସ) 

                                              𝑍௜ାଵ = 𝑍௜ +
ଵ

଺
(𝐿ଵା2𝐿ଶ + 2𝐿ଷ + 𝐿ସ)                   ⋯  (3.1) 

 
𝐼ଵ = ɧ ∙ 𝑓ଵ(𝑡௜,𝑦௜,𝑧௜) 

𝐿ଵ = ɧ ∙ 𝑓ଶ(𝑡௜,𝑦௜,𝑧௜) 

𝐼ଶ = ɧ ∙ 𝑓ଵ(𝑡௜ +
ɧ

ଶ
 , 𝑦௜ +

ூଵ

ଶ
 , 𝑧௜ +

௅భ

ଶ
) 

𝐿ଶ = ɧ ∙ 𝑓ଶ(𝑡௜ +
ɧ

ଶ
 , 𝑦௜ +

ூଵ

ଶ
 , 𝑧௜ +

௅భ

ଶ
) 

𝐼ଷ = ɧ ∙ 𝑓ଵ(𝑡௜ +
ɧ

ଶ
 , 𝑦௜ +

ூమ

ଶ
 , 𝑧௜ +

௅మ

ଶ
) 

𝐿ଷ = ɧ ∙ 𝑓ଶ(𝑡௜ +
ɧ

ଶ
 , 𝑦௜ +

ூమ

ଶ
 , 𝑧௜ +

௅మ

ଶ
) 

𝐼ସ = ɧ ∙ 𝑓ଵ(𝑡௜ + ɧ , 𝑦௜ + 𝐼ଷ , 𝑧௜ + 𝐿ଷ) 
𝐿ସ = ɧ ∙ 𝑓ଶ(𝑡௜ + ɧ , 𝑦௜ + 𝐼ଷ , 𝑧௜ + 𝐿ଷ)                                                        ⋯ (3.2) 

 
i=0,1,2,⋯            with  initial condition  ϒ(𝑡଴) = ϒ଴  ,  𝑍(𝑡଴) = 𝑧଴  . 

(2.4) The Numerical Solution of m th-Order Initial Value Problem 
 

The 𝑚௧௛ − order differential equation is written in regular form as follows: 

𝐹൫𝑡, 𝑦, 𝑦⸝, ⋯ , 𝑦(௠ିଵ), 𝑦(௠)൯  , 𝑎 ≤ 𝑡 ≤ 𝑏 

 
or explicitly: 

 

                        𝑦(௠) = 𝑓൫𝑡, 𝑦, 𝑦⸝, ⋯ , 𝑦(௠ିଵ)൯                                  ⋯ (4.1) 

 
The general solution to the differential equation of order m  includes a set of constants 
represintian conditional at the starting point, which are called the initial conditions of the 
differential equation(4.1) .  
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𝑦(௣) = 𝑦଴
(௣)

       , 𝑝 = 0,1,2, ⋯ , 𝑚 − 1                         (4.2) 

The differential equation (4.1) with initial condition (4.2) can be simply converted into a 
sentence it is composed of one of the differential equations of the first order as follows: 

 
𝑦ᇱ =  𝑦ଵ    

ᇱ = 𝑦ଶ,                                  𝑦ଵ(𝑎)=𝑦଴
ᇱ  

           𝑦ଶ
ᇱ   = 𝑦ଷ,                                  𝑦ଶ(𝑎)=𝑦଴

ᇱ  
           𝑦ଷ   

ᇱ = 𝑦ସ,                                  𝑦ଷ(𝑎)=𝑦଴
ᇱᇱ 

                  ⋮ 

           𝑦௠ିଵ
ᇱ = 𝑦௠,                             𝑦௠(a)=𝑦଴

(௠ିଶ) 

           𝑦௠
ᇱ = 𝑓(𝑡, 𝑦ଵ, ⋯ , 𝑦௠),           𝑦௠(𝑎) = 𝑦଴

(௠ିଵ)
                         ⋯ (5) 

Thus, we will solve the initial value problem in the set of equations (6) instead of the 
 initial value problem (4.1) (4.2) because they are equivalent, we will explain the numerical 
solution to this issue by confining it to order m=2 then our question becomes: 

𝑦ᇱᇱ(𝑡) = 𝑓൫𝑡, 𝑦(𝑡), 𝑦ᇱ(𝑡)൯                     ,                     ⋯ (6.1) 

with initial condition: 
𝑦(𝑎) = 𝑦଴,         𝑦ᇱ(𝑎) = 𝑦଴                         

ᇱ ,                     ⋯ (6.2) 
To the problem of the initial value in the sentence of the two differential equations:     

 
𝑦ᇱ(𝑡) = 𝑧(𝑡),                      𝑦(𝑎) = 𝑦଴                                               ,    ⋯ (7.1) 

𝑦ᇱᇱ(𝑡) = 𝑧ᇱ(𝑡) = 𝑓൫𝑡, 𝑦(𝑡), 𝑧(𝑡)൯,     𝑧(𝑎) = 𝑧଴ = 𝑦଴           
ᇱ         ,      ⋯ (7.2) 

(2.5) Remark: The error calculated in these  application s is the relative error symbolized 
𝐸ோ(8,9). 

                                     𝑒ϒ = |ϒ௘௫௔௖௧ −ϒ௔௣௣௥௢௫௜௠௔௧௘ห                      ⋯ (8) 

                                                 𝐸ோ =
|కϒ|

ϒ೐ೣೌ೎೟
  × 100%                                      ⋯ (9)           3-

Application 
In this section,the amount of salt in Tanks can be expressed as system of differential equations 
of first order which solved by Runge-Kutta.Also vibrating with electric equations can be 
converted to system of first order which solved by Runge-Kutta as in following problem. 
(3-1)Tank Application : 
suppose we have two tanks, each containing 24 liters of sea water , and also containing 
cylinders connecting them . Water is pushed under pressure from the first Tank 𝑇ଵ at a speed 
of 8 L/ m to the second tank 𝑇ଶ , and with less pressure,water pushed from the second tank 𝑇ଶ 
to the first tank  𝑇ଵ at aspeed of 2 L/m .In addition , the first tank 𝑇ଵ is supplied with fresh water 
at aspeed of 6 while the water is emptied  from the second tank at an equal speed (64 m).Each 
of two tank contains an amount of salt as shown in figure(1), so if we want calculate the mass 
of salt present in each tank at a specific time , we express the problem  in following system: 
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Figure(1) Tank application 

Let ℊଵ(t)=Amount  of salt in Tank 𝑇ଵ 
and  ℊଶ(t)=Amount  of salt in Tank 𝑇ଶ 
Recall that the rate of change of the salt, 

𝓰𝒊
ᇱ = 𝑹𝒂𝒕𝒆 𝑰𝒏 − 𝑹𝒂𝒕𝒆 𝑶𝒖𝒕 

=(Concentration In)(Flow Rate In )-( Concentration Out)(Flow Rate Out) 
                                                            

𝑉ଵ = 24 + 𝑡(6 + 2 − 8) = 24 
𝑉ଶ = 24 + 𝑡(8 − 2 − 6) = 24 

 

ℊଵ
⸝ (𝑡) = (0)(6) + ( 

ℊమ

ଶସ
) (2) − ( 

ℊభ

ଶସ
 )(8)        

 

ℊଶ
⸝ (𝑡) =  ቀ 

ℊଵ

24
 ቁ (8) − ቀ 

ℊଶ

24
ቁ (2) − ( 

ℊଶ

24
) (6) 

Which simplifies to the system:                                        

ℊଵ
⸝ (𝑡) = −

ଵ

ଷ
 ℊଵ +

ଵ

ଵଶ
   ,                  ℊଵ(0)=1 

 

ℊଶ
⸝ (𝑡) =

ଵ

ଷ
 ℊଵ −

ଵ

ଷ
 ℊଶ    ,                 ℊଶ(0)=6         ,                     ⋯ (10) 

 

the exact solution  of system (10) is    𝑒
ష೟

మ  ቂ−1
2

ቃ + 2𝑒
ష೟

ల  ቂ
1
2

ቃ .   

We solve  this  system of ordinary differential equation using Runge-Kutta for second(2.1) 
(2,2), and fourth order (3.1),(3.2) on intervel [0,0.5]  and ɧ = 0.1      as in Table(1): 
 
Table(1) The solution of Tank Application by second and fourth order of RungeKuttta 
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(3-2)Vibrating spring. 

 
If we put body has mass 𝛭 = 1 kg at the end of a spring then the motion of spring given 

damping take force at  𝔓= 5 .Also , suppose that constant of spring has value 𝒦= 4 and the 

function of externnal has the form  f(t)=cost. If the object is released from rest at 
ଷ

ଷସ
 cm below 

its equilibrium. Determine the displacement of the object at any time t: 

with initial condition              χ(0) =
ଷ

ଷସ 
  cm      χᇱ(0) = 0 . 

 
This problem can be expressed as an equation :- 

 
 

                                             
 ୢమ஧

ୢ୲మ
+ 5

ୢ஧

ୢ୲
+ 4χ = cost                           ⋯ (11) 
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the exact solutionof equation (11) is:  − 
ହ

ଵ଴ଶ
 ℯି௧ +

ହ

ଵ଴ଶ
 ℯିସ௧ +

ଷ

ଷସ
cos(𝑡) +

ହ

ଷସ
 sin (𝑡) 

 
To solve the system of equation by use the Matlap problem with initial condition    χ(0) =
ଷ

ଷସ 
  cm , χᇱ(0) = 0  on  an interval  [0,0.5] and ɧ =0.1 After converting equation(11)to system 

of first order and using  equation(3.2)  as shown in Table (2): 
 
Table(2) The solution of vibrating spring problem by second and fourth order of Runge-Kutta 

 
 

(3-3)  Electrical Circuit Engineering 
Consider an electric circuit consisting of a resistance R, inductance L, a condenser of capacity 
C and electromotive power of voltage E in a series. A switch is also connected in the circuit, as 
shown in figure (2). Then by Kirchhoff’s law, we have: 
 
 
 
 
 
 

 𝐿 
ୢ୍ 

ୢ୲ 
 + 𝑅𝐼 + 𝑄 𝐶 =  

𝑡௡ Exacte S. 
 y୧ାଵ 
z୧ାଵ 

RK2  
 y୧ାଵ 
z୧ାଵ 

Error(y୧ାଵ) 
 

Error(z୧ାଵ) 
 

RK4 
y୧ାଵ 
z୧ାଵ 

Error (y୧ାଵ) 
 

Error (z୧ାଵ) 
 

      
0.1 

0.0909799 0.0914709 

0.0482796 

5.396796435-E2 0.0909843 
0.0504170 

4.814249122-
E4 

  
0.2 

0.0975846 0.09823716 

0.07564642  

6.687120714-E2 0.0975907 
0.0786034 

6.250986324-
E4 

        
0.3 

0.1062030 0.1068462 

08856342 

6.056326092-E2 0.1062094 
0,0196466 

6.026195117-
E4 

        
0.4 

0.1155755 0.1161282 

0.09146346 

4.782155388-E2 0.1155814 
0.0943370 

5.104888147-
E4 

        
0.5 

0.1248396 0.1252707 
0.07850367 

3.453231186-E2 0.1248449 
0.0899283 

4.245447759-
E4 
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                                                          Figure (2) An electric circuit            
 
An electric circuit ,an inductance of 3 ℎ𝑒𝑛𝑟𝑦 , a resistor of 4 𝑜ℎ𝑚𝑠 and a capacitor of 5 𝑓𝑎𝑟𝑎𝑑 
are connected in series with an emf of 8 sint 𝑣𝑜𝑙𝑡𝑠. At 𝑡 = 0, the charge on the capacitor and 
current in the circuit is zero. To obtain  the charge and current at any time of  𝑡 > 0.  
Assume 𝑄 and 𝐼 be instantaneous charge and current respectively at time 𝑡. Then by Kirchhoff’s 

law: 𝐿 
ௗொ 

ௗ௧ 
 + 𝑅𝐼 + Q 𝐶 = 𝐸 ,  

 
ௗమொ

ௗ௧మ
 + 4 

ௗொ

ௗ௧
 + 5𝑄 = 8 sint … (𝑠𝑖𝑛𝑐𝑒 𝐼 = 

ௗொ

ௗ௧
) ,(𝐼ᇱ  =

ௗమொ

ௗ௧మ
 ),                           ⋯ (12) 

with initial condition I(0)=Q(0)=0 , 
 

the exact solution of equation (12)  is (1+𝑒ିଶ௧)𝑠𝑖𝑛𝑡 − (1 − 𝑒ିଶ௧)𝑐𝑜𝑠𝑡 
After convarting (12) to systemof order one ,then can be solved by Runge-Kutta method as in 
table (3). 
 
  Table(3) The solution of electric circuit by second and fourth order of Runge- Kutta 

 
Form comparison Runge-Kutta methods in tables 1, 2, 3 with exact solution, we conclude the 
fourth order method is the most accurate for analytical solution. 
 
 
 

𝑡௡ Exacte S. 
 y୧ାଵ 
z୧ାଵ 

RK2  
 y୧ାଵ 
z୧ାଵ 

Error (y୧ାଵ) 
 

Error (z୧ାଵ) 
 

RK4 
y୧ାଵ 
z୧ାଵ 

Error (y୧ାଵ) 
 

Error (z୧ାଵ) 
 

      
0.1 

0.001206 0 

0.03993336 

1 0.001199 
0.03500208 

5.804311774-
E3 

  
0.2 

0.0087330 0.0071880 

0.1295841 

0.1769151494 0.008722083 
0.122286450 

1.250085881-
E3 

        
0.3 

0.0266684 0.0253218 

0.24789111 

0.05049421788 0.0266556 
0.240032477 

4.79968802-E4 

        
0.4 

0.0571936 0.0563408 

0.37893214 

0.01491075925 0.0571807 
0.3717213090 

2.255497119-
E4 

        
0.5 

0.1010583 0.1008236 
0.51089482 

2.32242181-E2 0.1010465 
0.505082305 

1.167642836-
E4 
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