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Abstract—In the field of Deep Learning and Computer Vision, there have been several 
advancements. These models helped to produce state-of-the-art results on tasks like Image 
recognition and Image Classification, especially with the advent of extremely deep 
Convolutional Neural Networks. As a result, Deep Learning Architectures have evolved 
through time (adding more layers) to tackle increasingly complicated problems, which has 
aided in boosting Classification and Recognition task performance as well as making them 
more resilient. Deep Learning models are used to train the model from scratch or also use the 
existing pre-trained models using Transfer Learning method. Our paper proposes the 
comparative analysis of pre-trained models using Transfer Learning method for GoogLeNet, 
ResNet50, ResNet101 and VGGNet models. The models are trained on user defined dataset to 
recognize hand written digits in Telugu Language. 
Keywords— Computer Vision ; Convolution Neural Network ; Hand Written Character; Image 
Recognition ; Transfer Learning  
I. INTRODUCTION  
Transfer learning is a Deep Learning technique that uses a model that has been trained for one 
job as a starting point for a model, that performs a related task. Transfer learning makes 
updating and retraining a network considerably faster and easier than training a network from 
the beginning . Object Identification, Image Recognition, and Speech Recognition are just a 
few of the applications that employ this method. Transfer Learning is popular because of 
various reasons such as : Use of  popular models that have previously been trained on huge 
datasets to train models with less labelled data . Potential to cut training time and computer 
resources. The weights are not learnt from scratch with transfer learning since the pretrained 
model has previously learned them based on earlier learnings.  Model Designs established by 
the deep learning research community, including prominent architectures like GoogLeNet , 
VGGNet and ResNet, are available. Figure 1 Depicts the basic flow of Transfer Learning.   
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Fig 1 . General Work flow of Transfer Learning 

 
There are several pre-trained models available, each with its own set of benefits and drawbacks. 
Any pre-trained model is selected depending on the model size and its usage in various 
environments, network size , accuracy  , prediction speed . Prediction speed is affected by other 
factors such as hardware , batch size and also the architecture of the chosen model and its size 
.   The Two most prevalent deep learning methodologies to train the model are  Training a 
model from scratch  and Transfer learning . For very specialized jobs where prior models 
cannot be used, developing and training a model from scratch works better. The disadvantage 
of this strategy is that proper results usually need a big amount of data.  For example, for Text 
Analysis, pretrained models  cannot be accessed but do have a big number of data samples, 
building a model from scratch is probably the best option here. Transfer learning is beneficial 
for problems like object identification, where there are a number of popular pretrained models. 
For example: To perform Image Classification with fewer datasets , An AlexNet , GoogLeNet 
, VGGNet or ResNet or any other pretrained network can be used the model can be re trained 
for the user defined datasets by adjusting the output layers and few parameters to reach the 
required efficiency . Transfer learning can help to obtain improved model accuracy in less time 
in certain situations. In Figure 2 , the  graph clearly depicts the network performance and 
training with and without transfer learning. 
 

 
Fig 2: Network Performance with and without Transfer Learning 

II. PRE-TRAINED MODELS  
A. ResNet : ResNet is a well-known deep learning model that was first introduced in a paper 
by Shaoqing Ren, Kaiming He, Jian Sun, and Xiangyu Zhang. ResNet is one  of  the most 
widely used and effective deep  learning models to date . learning models to date. The 
introduction of these Residual blocks alleviated the challenge of training very deep networks, 
and the ResNet model is built up of these blocks.  ResNet allows the model to train hundreds 
or even thousands of layers while still achieving excellent results. 
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Many computer vision applications other than classification of images have improved as a 
result of its great representational capacity, such as object identification and face recognition. 
ResNet's main concept is to provide an "identity shortcut link" that bypasses one or more levels, 
as indicated in the diagram below.   Many computer vision applications other than picture 
classification have improved as a result of its great representational capacity, such as object 
identification and face recognition[1]. The network takes as input image size 224 x 224 by 3 .  
The proposed model consists of a Deep Convolution Neural Network model (Pretrained 
ResNet-50) was fine-tuned in this study, and transfer learning was used to identify the images. 
Additional layers include drop out, fully linked, and a SoftMax activation layer with a size of 
2 output layer for the two classes of data for classification.  The existing architecture after 
fourth stage is modified by adding new layers a drop out, fully connected layer, softmax layer 
and a classification layer. The details of Datasets and Results are show in section 4 and 5 
respectively. The initial layer is an input layer that takes images of size 224 * 224 * 3 size , this 
images are applied 7 X 7 Convolution with striding 2  and a max pool layer is applied . In 
various stages the convolution operations are applied. 
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Fig 4. ResNet Layers 

B. GoogLeNet : 
The initial version of Inception Models, GoogLeNet, was first suggested and won the 2014 
ILSVRC   (ImageNet Large Scale Visual Recognition Competition). It was first published as 
a research paper in 2015 at the IEEE Conference on Computer Vision and Pattern 
Recognition[2] (CVPR), and it has been referenced 34,784 times. GoogLeNet is a 22-layer 
deep convolutional neural network built by Google researchers as a variation of the Inception 
Network, a Deep Convolutional Neural Network. 11 convolutions in the center of the design 
and global average pooling are used in this architecture in comparison to preceding state-of-
the-art models like AlexNet and ZF-Net, GoogLeNet is drastically different. It uses a range of 
methods, including the necessary deep architecture techniques like 1x1 convolution and global 
average pooling, to produce deeper architecture. 
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Fig 5. GoogLeNet Layers 

Average Pooling: In earlier systems like AlexNet, the entirely connected layers are used at the 
network's end. Many designs incorporate the majority of their parameters in these fully linked 
layers, which raises the cost of calculations. A method called as global average pooling is used 
to wrap up the GoogLeNet architecture. A 7x7 feature map is averaged down to a 1x1 feature 
map in this layer. Additionally, this results in the elimination of all trainable factors and an 
increase in top-1 accuracy of 0.6 percent. In contrast to preceding systems like AlexNet and 
ZF-Net, the inception module is unique. In this architecture, the convolution size is fixed for 
each layer. The 1x1, 3x3, 5x5, and 3x3 max pooling are carried out in parallel at the input of 
the Inception module, and the outputs are stacked together to obtain the final result. 
Theoretically, convolution filters of different sizes will be better able to handle objects of 
different scales. 
C. VGGNet : 
In 2014, Karen Simonyan and Andrew Zisserman from the University of Oxford devised the 
convolutional neural network architecture known as VGGNet. A 224*224 size image of RGB 
is used as the input for VGG-based ConvNet. In the preprocessing layer, mean image values 
that are computed for the whole ImageNet training set are subtracted from the RGB image with 
pixel values in the range of 0-255.   
These weight layers are applied after preprocessing the input photos. A stack of convolution 
layers is applied to the training pictures. The VGG16 architecture consists of 3 fully linked 
layers and a total of 13 convolutional layers. Instead of using huge filters, VGG uses smaller 
(3*3) filters with more depth. It ultimately had the same effective receptive field as if there had 
simply been one 7 × 7 convolutional layer. The first two layers are convolution layer using 3*3 
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filters, and the first two levels have 64 filters, producing a volume of 224*224*64 since the 
identical convolutions are used in both layers. Filters are indeed 3*3 with a 1 stride.  The 
volume's height and breadth were then reduced from 224*224*64 to 112*112*64 by using a 
pooling layer with a max-pool of 2*2 size and stride 2. The next two convolution layers have 
128 filters each. The new dimension as a consequence is 112*112*128. Volume is decreased 
to 56*56*128 once the pooling layer is employed. Following the addition of two further 
convolution layers with 256 filters each, the size is decreased to 28*28*256 using down 
sampling.  A max-pool layer separates two more stacks, each of which has three convolution 
layers. 7*7*512 volume is flattened into a Fully Connected (FC) layer with 4096 channels and 
a softmax output of 8 classes after the last pooling layer. 
At each level or stack of the convolution layer, the number of filters we may employ doubles. 
This fundamental idea guided the development of the VGG16 network's architecture. The fact 
that the VGG16 network is a large network and requires more time to train its parameters is 
one of its major drawbacks. The depth and quantity of completely linked layers in the VGG16 
model make it larger than 533MB. This lengthens the process of putting a VGG network into 
practice. Many deep learning image classification issues employ the VGG16 model, however 
smaller network topologies like GoogLeNet and SqueezeNet are frequently used. In any event, 
because it is so simple to implement, the VGGNet is a fantastic building block for learning 
purpose. The VGGNet accepts 224224-pixel images as input. To maintain a constant input size 
for the ImageNet competition, the model's developers chopped out the central 224 x 224 patch 
in each image. The convolutional layers of the VGG use the smallest feasible receptive field, 
or 33, which nevertheless catches up, down, and left to right movement. A linear transformation 
of the input is also performed via 11 convolution filters. A ReLU unit, a significant 
advancement from AlexNet that shortens training time, is then presented. ReLU, which stands 
for rectified linear unit activation function, is a piecewise linear function that, in the event that 
the input is positive, produces the input value; otherwise, it produces zero. To ensure that the 
spatial resolution is maintained after convolution, the convolution stride is kept at 1 pixel (stride 
is the number of pixel shifts over the input matrix). 
ReLU is utilized by each hidden layer [7] in the VGG network. Local Response Normalization 
(LRN) is often not used with VGG as it increases memory use and training time. Furthermore, 
it doesn't increase overall accuracy. 
Three completely interconnected layers make up the VGGNet. The first two levels each have 
4096 channels, while the third layer has 1000 channels with one channel for each class. 
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Fig 5. VGGNet Layers 

III. Data Collection : 
The model is trained with user created datasets initially with 8 different classes having the 
image input size 224 x 224 x 3 . The images are hand written images collected from different 
age groups. Each class has 400 images. The model is trained with 3200 images. . The sample 
datasets are show in the Fig 5. 

 
IV. Results : 
The below table  and the graph show the test accuracy of ResNet50 , ResNet101 , GoogLeNet 
and VGG19 .It is observed that ResNet 101 has shown a better result . 
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Fig 8. VGGNet Layers 

 
V. Conclusion:  
Transfer learning is a well-known concept that can be used to both classic machine learning 
and deep learning applications.  Transfer learning has several advantages, including cost 
savings and increased efficiency when training new models. These models can be used to 
improve the deployment efficiency.  Models can be trained in simulations rather than in real-
world settings. For our datasets ResNet101 with few modifications using Transfer Learning 
has shown better results than the other models VGGNet, GoogLeNet. Further this Process can 
be extended to identify all the telugu characters of various vowels and consonants. Further this 
methodology and fine tuning of Transfer Learning is recommended for various Image 
Processing, Image Recognition and Classification techniques. 
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