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Abstract: The study of sentiment has attracted a lot of interest from experts in text mining and 
natural language processing. The accuracy of sentiment analysis is being hampered by the 
paucity of annotated data sets that may be utilized to train a model across all domains. There 
have been numerous attempts to address this problem and enhance cross-domain sentiment 
classification. In this article, we offer the findings from a thorough, systematic assessment of 
the methodologies and methods used in cross-domain sentiment analysis. The computational 
examination of opinions, assessments, attitudes, and feelings regarding the entities and their 
properties is known as sentiment analysis. Finding the sentiment polarity of the documents, 
sentences, or aspects is a fundamental problem of sentiment analysis. Users typically share 
their thoughts on the goods or services in blog entries, on shopping websites, or on review 
websites. Such opinion-related contents are abundant and expanding exponentially, making it 
laborious for the maker to manually classify these items. People also anticipate hearing 
opinions regarding the entities involved in the elements level procedure. When the destination 
domain lacks labelled data, the challenge of cross-domain sentiment classification entails 
adapting a classification model trained on the source domain to the target domain. Because of 
the issue with feature mismatch, applying a sentiment classifier directly trained in the source 
domain to the target domain frequently leads to subpar performance. This paper compares 
various cross-domain sentiment analysis methodologies and obstacles while conducting a 
quick literature review on the subject.  
Keywords: Case-Based Reasoning (CBR), Cross Domain Aspect Based Sentiment Analysis 
(CDABSA), case-based reasoning (CBR), Dynamic Joint Sentiment-Topic Model (DJST), 
Joint Sentiment-Topic (JST), Latent Dirichlet Allocation (LDA), Moving-window Attentive 
Gated Recurrent Units (MAGRU), Natural Language Processing (NLP) Query-by-Committee 
(QBC), Structured Correspondence Learning (SCL), Spectral Feature Alignment (SFA). 
 
1.  INTRODUCTION 

The fast expansion of social media has altered how people communicate. People 
become highly vocal in voicing their thoughts about various topics, including goods, services, 
public figures, politics, and other topics. The decision-maker will be better able to act 
concerning their product, services, or policy in accordance with public opinion if they are able 
to recognize the polarization of this opinion. Every human encounter involves the study of 
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sentiment. We utilize it to assess one another's emotional states or how we will react to a 
response. However, emotion is not just expressed through spoken communication; it may also 
be expressed through written material. Therefore, extracting sentiment from text can reveal 
more about the author's viewpoints and give vital information about what the general public 
thinks. The computational study of attitudes about subjects, events, goods, entities, and their 
qualities is called sentiment analysis. People can now express their ideas on a variety of topics 
thanks to the rapid expansion of web applications including social networks, blogs, forums, 
and e-commerce sites. For instance, Amazon gathers customer reviews of the goods or services, 
and users can post their thoughts on any subject on social media sites like Facebook and 
Twitter, including events, elections, goods or services, and more. Both consumers and 
manufacturers can benefit from these viewpoints. From client feedback, producers can spot 
any flaws that need to be fixed in order to boost sales. When buying things from e-commerce 
sites where one cannot physically see and confirm the quality of the products, customers' 
opinions of the existing reference about the products are helpful to make decisions.  

 
Classical NLP is at its finest in the context of sentiment categorization, which has 

numerous real-world applications including the financial sector, corporate communications, 
and advertising. Since many new venues have emerged in recent years for voicing and 
displaying one's emotions, the field of Sentiment Analysis (SA) has gained significant traction. 
It's a method for extracting feelings from individual data elements like sentences, words, and 
entire paragraphs. The use of sentiment analysis in review analysis has expanded dramatically 
during the past decade. This is because modern review writing styles are so onerous to decipher. 
The usage of slang, abbreviations, etc., in review processing presents a new set of challenges. 
Affective computing includes the field of sentiment analysis, which uses textual analysis to 
detect and analyze people's emotional states and intentions. In the realms of information 
retrieval and NLP, sentiment analysis is a core technique. Multimedia content analysis and 
aggregation are two of the most common uses for text mining technology. In order to extract 
and examine sentiment features, text analysis forms the basis of sentiment analysis. Text is 
extracted, processed, analyzed, and polarity is determined as part of the analytical process. To 
this day, there are two primary schools of thought when it comes to sentiment analysis 
techniques: those that rely on a lexicon and those that use machine learning. When determining 
the tone of a piece of writing, the former method refers to an external knowledge source called 
the sentiment dictionary, which is then used in conjunction with rules and emotion functions 
to reach a conclusion. In the latter, techniques like machine learning and deep neural networks 
are used to classify feelings into predetermined categories. 

 
By employing natural language processing methods, researchers in the subject of 

sentiment analysis analyze user facial expressions in order to assign feelings to the user's input. 
This region has its own unique flavors according to the cultural standards that prevail there. In 
addition to considering when the user voiced the emotion or opinion, sentiment analysis also 
considers the context of the expression. Gathering statements within a time continuum might 
provide more confidence of the sentiments expressed, as the same user can be under specific 
circumstances that distort their judgement. In this respect, the social media platform presents 
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both difficulties and possibilities. Having the ability to remain anonymous online is a great 
freedom, since it allows people to speak their minds without fear of retaliation. In addition, the 
data can be collected over a specified time period, which can be quite helpful for maintaining 
uniformity. The information collected in this way can serve as a rock-solid basis for scientific 
inferences and provides overwhelming support for the researcher's premise. Many industries, 
including Marketing and others, now choose web-based data collection. Businesses and other 
organizations place a premium on public and consumer feedback because doing so helps them 
improve their products and services. Both state and federal governments are interested in 
hearing citizens' feedback on measures they've already implemented or are considering 
implementing. Relevant government decision-makers will be able to adapt quickly to 
shifting  economic, social and political conditions with the help of such opinions. In the realm 
of international politics, it is desirable for every nation to keep tabs on the social media activity 
of every other nation in order to learn more about what is going on there and how its citizens 
feel about the events unfolding at home and across the world. Information of this nature is vital 
to the fields of diplomacy, relations,  international and commercial decision making. Individual 
customers, like corporations,  government agencies and organizations, are interested in the 
views of others before deciding whether or not to purchase goods, use services, or vote for a 
particular candidate in an election. Companies like Google, YouTube, and Amazon 
demonstrate how this is done by catering to individual customers' tastes in media. Number of 
likes, total number of products sold given an age range, etc., are examples of objective metrics 
that can be crucial in many such sectors. However, fields like psychology and psychiatry lack 
this luxury because their data is in the form of user-generated text posted across a wide variety 
of online platforms. This adds a new layer of difficulty because of things like  

(a) the usage of different languages on a certain topic.  
(b) the use of non-standard words that cannot be located in a dictionary, and  
(c) the use of emojis and symbols. 

Experts in the field of Natural Language Processing (NLP) as well as those engaged in 
the study of sentiment analysis try to answer these problems. 

 
2. LITERATURE SURVEY 

One area of research in natural language processing that can help with this issue is 
sentiment analysis. Sentiment analysis examines how people feel about various things, 
including things like goods, organizations, services, people, issues, events, subjects, and their 
attributes [1]. The lexicon-based approach and the machine learning method are the two broad 
categories into which the sentiment analysis technology falls. While machine learning 
constructs the classifier from labelled datasets, lexicon-based sentiment analysis uses a number 
of pre-defined opinion terms with their corresponding polarity. 

 We make our product purchases in accordance with user reviews. However, because 
there are so many reviews posted on so many different websites, it is exceedingly challenging 
to manually identify the review papers according to positive or negative emotion. Additionally, 
individuals are curious about how entities feel at the aspect level. Therefore, it is important to 
build a sentiment analyzer that automatically determines the sentiment of entity attributes from 
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review papers and categorizes review documents as having a positive or negative sentiment. 
Numerous activities, including opinion mining [2], market research [3], reviewer 
summarization [4] [5], and contextual advertising, can benefit from sentiment analysis [6]. 

 

Fig 1: Generally speaking, supervised machine learning categories use sentiment analysis 

Numerous reviews and tweets have been evaluated for mood and for predicting major 
events such as elections [7] and the financial success of movies [8]. In reality, text sentiment 
analysis is not a novel area of study. Tweets are short blog posts created by Twitter users [9]. 
Tweets are ideal for sentiment analysis since they allow users to share their opinions and ideas. 
Reviews can be available on websites like Amazon and Yelp are an evaluation of a specific 
entity, such as a person, place, or product. Reviews are ideal candidates for sentiment analysis 
since they are, by their very nature, opinionated. Both reviews and tweets have been heavily 
utilized for sentiment analysis. 

From the perspective of machine learning, determining the emotional tone of a text requires 
labelled training data from which patterns can be learned to future texts. Training a classifier 
with labelled data is known as supervised learning. Most supervised learning approaches to 
sentiment analysis employ the review's emotion as the classifier and the words from the review 
as attributes. Additional features, such as morphemes, learning requires, and word frequency, 
can be used, albeit doing so requires more computer resources. When describing genuine 
feelings, either the positive or negative sentiment label can be used. A classifier sorts through 
the information to find patterns inside the text, and then makes an opinion about the tone of 
new examples based on their characteristics. There is a direct correlation between the quality 
of the training data and the classifier's output. Because of this, training and evaluation data for 
classifiers are often taken from same domain. However, by utilizing data from a closely 
comparable domain, a classifier can be trained to correctly classify examples from the specific 
domain. That's called cross-domain sentiment analysis, and it's really cool. 

 Sentiment analysis and opinion mining [10, 11] are two well-liked methods for 
automating the extraction of information from consumer reviews of products and services. The 
primary goal of examining the polarity of sentiment expressed in textual reviews is to better 
understand the consumer's perspective on a given topic. Recent research has focused on 
examining ABSA, as opposed to earlier work on sentiment analysis that attempted, and failed, 
to obtain the polarity from the complete text evaluation or from the text phrases. [12] [13] [14] 
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[15]. Features such as picture quality, notebook bulk, and meal prices were among those 
considered in this case as part of the review analysis. ABSA assignments are seen as more 
challenging [16] [17] [18] [19] since we have to deal with a challenging question during in the 
sentiment analysis process. 

Although the academic domains of sentiment analysis and opinion mining did not 
appear until 2003 [20], several articles [21] using different methodologies [8] have been 
published on the subject ever then. But in recent times, deep learning methods have become 
synonymous with most cutting-edge approaches. The system proposed in [23], for example, 
employs a multi - layer perceptron autoencoder as its central component to carry out 
unsupervised feature extraction from both unlabelled samples. In [24], a neural network 
composed of convolutional and long short-term memory (LSTM) layers is shown to learn a 
representation of text by considering the relationships between phrases. As an illustration of 
the combination of LSTMs with attention processes, consider [25], which employs a 
hierarchical dynamic interest model to address the article aspect-sentiment rating prediction 
challenge. LSTMs have also been used for aspect-based sentiment classification. In [26], a plan 
is proposed for expanding LSTM to include a destination and target-connection. The aim is 
considered as a new input dimension before being mixed with the others. Even though the 
current work employs a similar approach, the proposed methodology changes the LSTMs used 
to bi-directional ones. By feeding word representations into bidirectional LSTMs, [27] achieves 
aspect-level sentiment categorization without the need for an attention mechanism. The 
proposed technique has proven to be effective in training the model to zero in on the most 
pertinent aspects of each sentence. In [28], this functional form is used to suggest an attention-
based LSTM technique for ABSA.  Although we propose using bidirectional LSTMs, the two 
media exposure technique only considers text as an additional input. 

Using sentiment analysis, we may determine whether a statement, item, or phrase has 
a positive, negative, or neutral tone. Analysis of the emotional tone of a collection of words or 
phrases based on its aspects (ABSA). The fundamental technological difficulty with sentiment 
analysis is that it depends heavily on the domain. In other words, a technique that excels in one 
area may perform poorly in another. A fresh potential to connect aspects and attitudes across 
many domains is presented by cross-domain aspect-based sentiment analysis. As a result, the 
Natural Language Understanding (NLU) capability becomes general and domain-neutral, 
enabling the models to also analyze the feelings of aspect phrases from many domains. 
Unsupervised, semi-supervised, and supervised learning are the three primary divisions of 
aspect-based sentiment analysis methodologies. While semi-supervised learning just needs a 
few labelled training instances, The labels of the training examples are unavailable for use in 
unsupervised learning. To develop a model for aspect-based sentiment analysis through 
supervised learning, we require labelled training data. Although this model works well in the 
same domain, it might not in others. Because the data distribution in the two domains is 
different, a model that is developed using training data from one domain (for example, the 
laptop domain) and testing it on data from a different domain (for example, the restaurant 
domain), may not perform well. 

Most commonly, three to two subtasks make up ABSA. For OTE and ACD, neural 
networks or classifiers [29] with attentions [30][31] were utilized, while for SPC, rule-based 
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[32], topic modelling [33], and conventional multi label models (such as CRF) [34] were used. 
For instance, to assist a more thorough collection of aspects, ILWAANet [35] collected 
characteristics both from data and lexicon using multiple attentions. Cross domain ABSA. 

In order to achieve acceptable classification performances, ABSA examines inductive 
supervised learning methods most frequently, which demand significant human labour during 
the labelling process [36][37]. Nevertheless, regular data labelling is not practical in real-world 
settings. Transductive learning is frequently employed to overcome this problem during few 
labelled data because unlabeled data are simple to gather [38][39][40] Transductive learning 
uses previously unlabeled material that has been directly classified to enhance classification 
performance. 
 
DOMAIN EMBEDDINGS FOR SENTIMENT ANALYSIS 
 The majority of previous studies concentrated on identifying domain-invariant 
structures to aid in the transfer of domain knowledge in cross-domain ABSA [41]. Taking 
domain-dependent and property characteristics as orthogonal information, Hu et al. [42] 
employed a more direct approach to extract domain-invariant features, while Liang et al. [43] 
used an adversarial multitask learning framework to separate the website embeddings from 
domain-dependent embeddings. However, in this research, multidomain ABSA numerous 
models focused on domain-dependent embeddings. For instance, property embeddings [44] 
were developed and improve the effectiveness of sentence-level sentiment analysis by 
combining word embeddings and property features. Domain embedding for paragraph domain 
sentiment analysis was developed by Liu et al. [45] to deal with the problem of unique 
sentiment phrases for various domains. CD-E2EABSA, in contrast to the current work, focuses 
on aspect-level sentiment classification and learns domain representation via retraining with a 
parameter’s generation communication rather than an attention mechanism. Furthermore, the 
multitask learning technique is widely used when a model aims to extract property 
representations for sentiment analysis. The capacity of the model to perform well and 
generalize across tasks is enhanced by the multitask learning technique, which enables 
concurrent learning of several related tasks. The unified model for E2E-ABSA has also been 
enhanced with an interactive multitask learning network [46], It simultaneously learns to 
analyze the emotion of documents and the attitudes of individual paragraphs inside those 
documents. In order to use domain-dependent word embedding in the cross-domain E2E-
ABSA task, CD-E2EABSA will use the multitask approach. 
 
  The product reviews are initially cleansed to get rid of stop words and special 
characters. Then, sentiments are determined in order to choose the crucial characteristics that 
aid in categorizing the good and negative sentiments. Finally, superior decision-making about 
the polarity of sentiment as positively or negatively was carried out in the acquisition of 
products. 
Both the accuracy and the time required to train the classifier for sentiment classification 
benefit from this. Several methods for document-level sentiment categorization are 
investigated in this work, k-Nearest Neighbor, including Naive Bayes,  Support Vector 
Machines, and Decision Trees. Oftentimes, we may not have trained corpora for the specific 
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domains for which we need to categorize the data, hence cross-domain sentiment classification 
is helpful. Cross-domain processing also saves time and money. With multiple testing datasets 
from various domains available, sentiment classification can be completed in a fraction of the 
time it would take with a single dataset, despite the fact that it has low accuracy. Tacit opinion 
mining for reviews online relies heavily on techniques like aspect-based sentiment analysis. 
Research has proven that such an end-to-end model may properly evaluate what was once 
thought of as a group of pipeline activities. The importance of cross-domain ABSA  has been 
brought to the forefront as a result of less labelled resources. It might be challenging to maintain 
domain-dependent characteristics while searching for domain-invariant features, which is a 
prerequisite for fine-grained domain adaptation. 

 
Fig 2: Sentiment Analysis Process 
 
 
3. TECHNIQUES FOR CROSS DOMAIN SENTIMENT ANALYSIS 

Numerous methods have been used in recent years for cross-domain sentiment analysis. 
In this section, we make an effort to classify these tactics into the following broad categories: 
Whether a technique uses automatically or manual process developed resources  largely 
determines the resources it employs; other factors include the learning model, the feature 
representation method and the features it employs  sentiment analysis or sentiment 
classification It is important to note, however, that there is overlap between some of these 
categories, such that some methods may fit into more than one. 
 
3.1 SEML: A Semi-Supervised Multi-Task Learning Framework for Aspect-Based 
Sentiment Analysis 
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 Aspect Sentiment Classification (ASC) and Aspect Mining (AM), two sub-tasks of 
ABSA, are intended to extract the words characterizing the aspects of an evaluated entity and 
assess the expressed sentiments on those aspects. The highest performance has lately been 
attained by supervised deep sequence learning models since AM and ASC may be defined as 
a sequence labelling problem to predict the aspect or emotion labels of each word in the review. 
These supervised models typically only complete one of the two sub-tasks, which restricts their 
usefulness and necessitates a large number of labelled reviews that are expensive or 
unavailable. In order to do this, the technique suggests a SEmi-supervised Mega Learning 
framework for ABSA (referred to as SEML). Three essential traits define SEML. (1) In a 
unified end-to-end architecture, SEML uses Cross-View Training (CVT) to enable tractor 
trailer sequence learning over a small number of labelled reviews and a large set of unprocessed 
reviews from the same domain. (2) By using three stacked bidirectional recurrent neural layers 
to learn the representations of reviews and feeding the various representations obtained from 
different levels into CVT, AM, and ASC, respectively, SEML solves the two sub-tasks 
simultaneously. (3) To improve representation learning and prediction accuracy, SEML creates 
a unit of  MAGRU  for the three recurrent neural layers. This is done because nearby contexts 
within a moving-window in a review can offer crucial semantic information for the prediction 
task in ABSA. 

 Four elements make up the SEML framework: representation learning, AM, ASC, and 
CVT. Our methodology uses deep recurrent neural networks (RNNs) as the fundamental 
architecture to construct the common contextualized representation learning component for 
both the AM and ASC sub-tasks since RNNs can naturally represent the sequential information. 
The shared memory is specifically built using three stacked recurrent neural layers using 
MAGRU, which extends GRU with a moving-window learning algorithm to encode local 
semantic significances. 

𝑆௜
௧ = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (𝑈௔. tanh(𝑊௔

ଵℎ௜ + 𝑊௔
ଶ𝑥௧)) 

Gate 𝑧௧ =  𝜎(𝑈௭𝑥௧ +  𝑊௭ℎ௧ିଵ) 
Reset gate 𝑟௧ =  𝜎(𝑈௥𝑥௧ + 𝑊௥ℎ௧ିଵ) 
Activation function tanh 
   ℎ௧ = tanh (𝑈௛𝑥௧ + 𝑊௥(𝑟௧ ∗ ℎ௧ିଵ)) 

Attention gate 𝑎௧=ReLU  (∑ 𝑠௜
௧ℎ௜

௧ିଵ
௜ୀ௧ିே ) 

ℎ௧ = (1 − 𝑧௧)* ℎ௧ିଵ +  𝑧௧*ℎ௧ + 𝑎௧ 
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Fig 3 : SEML Architecture 
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 In ABSA, the two linked subtasks, AM and ASC, are jointly learnt from 

beginning to conclusion. Additionally, using three stacked and bidirectional neural layers with 
MAGRU, SEML produces the shared representations of reviews. MAGRU extends GRU with 
the moving-window long short - term memory to capture significant surrounding semantic 
contexts. In order to enhance representation learning in a unified end-to-end architecture, 
SEML also uses CVT to train supplementary prediction modules on unlabeled reviews. Final 
results show that SEML strongly outperforms existing models, even on much smaller labelled 
training datasets, for the AM and ASC sub-tasks as well as the whole ABSA over four datasets 
from the SemEval workshops. 
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Fig 4: obtained outputs 

3.2 CDS aware word embeddings for review sentiment analysis 
 One of the fundamental tasks in natural language processing is learning low-
dimensional word vector representations from a huge corpus (NLP). The current universal 
word embedding model ignores the sentiment information found in the words and instead 
learns word vectors primarily through grammatical and semantic information from the context 
[47]. Despite modelling the reviews' sentiment data, some systems do not take certain words 
from other domains into account. If the generic word vector is used directly to the review 
sentiment analysis task in a scenario where the emotion fluctuates, this will unavoidably alter 
the performance of the sentiment classification. This study introduces a cross-domain 
sentiment aware embeddings learning model that can simultaneously capture sentiment data 
and domain relevance in order to address this issue. It also extends the continuous bag-of-words 
(CBoW) word vector model.  The CDSAWED model is the extended version. Let P and Q 
represent the two domains. For each word w in the domain P, CDSAWED first trains the word 
vector p. The word vector of each word in domain Q can then be learned using [48]. 
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Fig 5 : Effects of various hyperparameter values on performance 
 

 
 
 This research contrasts the CDSAWE word embedding model with a number of widely 
used word embedding learning models in order to assess the validity of the proposed model. 
This study suggests that, among these, the learning rate be set to 1.0, the context window size 
to be 3, the batch size to be 64, and the probability p of the corruption strategy to be empirically 
selected to be 0.8 for the CDSAWE model to be optimized by the AdaGrad optimizer. We run 
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the experiments with TensorFlow and speed up neural network training with an Nvidia Geforce 
GTX 950 GPU. 

 
To develop cross-domain sentiment-aware word vectors for user review sentiment 

analysis tasks, this work primarily offers an enhanced word embedding model, CDSAWE, 
which extends the CBoW model. The CDSAWE model estimates the domain relevance of the 
words to acquire cross-domain information after first supervising learning through contextual 
sentiment information to incorporate sentiment information into the word embeddings. In this 
study, the CDSAWE model and other popular word vector models are evaluated using the 
sentiment classification task of user review data. The experimental findings demonstrate that 
the proposed model can integrate data from different domains since it combines domain and 
sentiment information, and it performs better at sentiment classification on review data from 
other domains. 
 

 
Fig 6: Visualization of the word embedding space 

 
3.3 Cross-Domain Sentiment Encoding through Stochastic Word Embedding 

A bag-of-words vector called as a document [49] 𝑥 =  [𝑥ଵ, 𝑥ଶ, 𝑥ଷ, … … … … . . 𝑥௡]௧  can 
be used to directly gather the raw data for each review, where xt represents how many times 
the tth word appears in this text, and n represents the total number of words in the vocabulary. 
Cross-domain sentiment classification works by using labelled reviews from of the source 
domain to train a sentiment classifier. The classifier is then expected to provide enough 
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classification performance for reviews in the target domain. To accomplish this, it is essential 
to acquire robust representations (also known as features) for reviews in both domains, which 
will allow the classifier to be transferred between domains without suffering a significant 
performance hit [50]. 

𝐿௜ =  ቐ

+1, 𝑖𝑓 𝑎ூ೔
> 0

−1,    𝑖𝑓 𝑎ூ೔
<  0

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 

ቑ 

 
 

 
Fig 7: BOW, which stands for "bag-of-words," is the general framework of the proposed 
cross-domain sentiment classification model. 
 

where  Ii stands for the bag-of-words vector's ith  pivot location. The amount Li = 1 
indicates a positive correlation between this pivot and the review sentiment, whereas Li = -1 
indicates a negative correlation and Li = 0 indicates no contribution to sentiment 
discrimination. 
 

𝑟௜௝
௣

= max(0, 𝐿௜ , 𝐿௝) 

Algorithm: 
Input: Bag of word matrix X 
Output : Weight matrix M, perceptron 
Model Parameters: 𝛳௞  , 𝛳௖    , K as perplexity, k parameter for neighbour, α weight relevance 
, 𝛽ଵ, λ, 𝛽ଶ  balancing parameters 𝜇 regularization parameter. 
Optimization parameters:𝑵𝒕 iteration number, scheduled momentum ξ(t), 
𝜉, 𝜏, 𝛿 𝑎𝑟𝑒 𝑡ℎ𝑒 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠  
Word selection : pivot and domain 
Initialization : M set 𝛥଴

ெ = 0 𝑓𝑜𝑟 𝑡 = 1 𝑡𝑜 𝑁௧ do 

Gradient 
డ௅

డெ
 is calculated 

Mapping matrix is updated  

                              𝛥௧
ெ =  𝜉(𝑡) 𝛥௧ିଵ

ெ −  𝜼
డ௅

డெ
 , 𝑀௧ାଵ =  𝑀௧ + 𝛥௧

ெ   
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Fig 8: CrossWord performance demonstration for six sample DAT B problems using the 
two neighbour settings of k = 5 and k = 10. 
 

 
Fig 9: CrossWord performance changes when  α ϵ [0,1], measured with the settings 𝜭𝒌 =

𝟓 5 and uk 14 10, are changed. 
 
Between the source and target feature spaces, the suggested technique successfully 

aligns them. To build a reliable sentiment classifier that can be applied across domains, low-
dimensional document embedding vectors generated from the resulting embedding vectors are 
sufficient. Between the pivot and domain-specific terms, as well as between the labelled 
reviews in the source domain and the unlabeled reviews in both domains, CrossWord provides 
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a more precise modelling of the probabilistic similarity relationships. Furthermore, it offers a 
more precise preservation of the intended similarity structures in the embedding space, which 
is accomplished by using the stochastic neighbour embedding technique. 

 
3.4 JOINT SENTIMENT TOPIC MODEL 

A probabilistic modelling framework founded on Latent Dirichlet Allocation is the JST 
model developed by [51]. (LDA) Labeled corpora are necessary in order to train the classifiers 
in a number of machine learning practices for sentiment classification. The JST model, in 
comparison, is completely unsupervised. The authors' research on polarity-bearing subjects 
served as the foundation for the JST model, which they used to expand the initial feature space. 
The domain-independent polarity terms serve as the foundation for learning in the JST 
paradigm. The JST model was created to concurrently detect an emotion and a topic from text 
and is an improvement of the LDA model. Discriminative classifiers are employed in the JST 
model to look for a bounding box that maximizes a certain measure of class separation. 
Sequential sampling is used to calculate the posterior distribution for each parameter (known 
as Gibbs sampling). Different terms that display a similar attitude can be grouped together 
using the JST approach. The characteristics for cross-domain categorization are selected and 
enhanced using information gain criteria. The JST model was further improved by [52], which 
led to the development of the DJST. As its name suggests, the DJST approach can be used to 
monitor and recognize shifting topics and attitudes throughout time.  

 
Fig 10:Joint Sentiment Topic model 

Consider a corpus of D documents, indicated by C = d1, d2, , dD. Each document in the 
corpus is a sequence of Nd words, denoted by d = (w1, w2, , wNd), and each word in the 
document is an item from a vocabulary index with V different terms, denoted by 1, 2, , , V. Let 
S and T represent the quantity of unique subject and sentiment labels, respectively. 
 
3.5 CASE BASE REASONING 
 

[53] suggested the SCL algorithm as a technique for figuring out the features of various 
domains. In essence, the algorithm transforms the target domain into the source domain. A 
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ssuccessful binary classifier is the goal of the authors' work, which states: " Together, a 
distribution D on X and a labeled function f: X [0,1] form a domain. They used hypothetical 
distance measures centered on diverging to calculate the distance of two populations, one in 
the source domain and one in the target domain, in order to build the model. Additionally, by 
modelling their relationships with pivot features, features from several domains were found. 
The pivot function is predominantly helpful in semi-supervised machine learning, it should be 
mentioned. The non-pivot features and comparable pivot features are associated in the SCL 
method. The classifier is then trained using a discriminative learner. It is vital to be talented to 
model and apply associations between characteristics in many provinces because the SCL 
technique does not employ labelled training data in testing. The next year, [54], who created 
the Structured Interpersonal Learning-Mutual Information, or SCI-MI model. 
 
Input: D,L,f(L,d)  
Output : CB 
Where 
  D -> Out of domain documents for training 
           L-> available sentiment lexicons 
          F(L,d) -> unsupervised sentiment classifier docuemnts 

CB {} 
for all d documents in D do 
S {} 
For all L in 𝐿௜ D do 
Predictions are made using f(𝐿௜, 𝑑) 
 For correct prediction S S U 𝐿௜ 
For S <> {} then 
CB CB U (x(d),S) 

𝑆௔ௗ௝ (𝑤) = 𝑆(𝑤) ∗ (1 − ඥ𝑓𝑟𝑒𝑞(𝑤) 

Where   
 𝑆(𝑤), 𝑓𝑟𝑒𝑞(𝑤) 𝑎𝑟𝑒 𝑡ℎ𝑒  𝑡𝑒𝑟𝑚 𝑠𝑐𝑜𝑟𝑒 𝑎𝑛𝑑 𝑡𝑒𝑟𝑚 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑦 𝑜𝑓 𝑠𝑜𝑢𝑟𝑐𝑒 𝑙𝑒𝑥𝑖𝑐𝑜𝑛 
 
Table 1: Class frequency distribution and fraction of cases dropped 
 

 
All lexicons received from the resolution of the single adjacent case are used when k = 

1, but for larger values of k, the most often returned lexicons are chosen based on a rating of 
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all solutions. Predictions using fewer lexicons, rather than an average of many, tend to do better 
in rankings when k is larger. 
 

 
Fig 11: Accuracies for variable k 
 
3.6 SPECTRAL FEATURE ALIGNMENT 
 

Words from many domains can be aligned into a coherent cluster for a certain domain 
using the SFA method, which was proposed as a way to make advantage of knowledge of 
copyright terms. The SFA method conducts a number of tasks in order to successfully classify 
sentiment, including identifying the source and destination domains, constructing a bipartite 
network, co-clustering and aligning data, and identifying generic and domain-specific 
characteristics are all examples of this. Once can use a bipartite graph to show how both 
domain-specific and generic terms fall into distinct groups to decrease any mismatch between 
the source and destination domains.  Then, this cluster used to teach a classifier how to classify 
sentiment. The domain-specific terms are compiled by the suggested SFA algorithm coming 
from the target and source domains into express the use of give groups and domain-independent 
terms as a means of aiding in this procedure. As a result, the distance between the words that 
are exclusive to each of the two areas decreased. Additionally, the algorithm trains the 
sentiment classifier in the intended field.  
 
Let  
l be the domain independent features to be selected 
k be the largest number of sets 
I be the information criterion between domains and features 
 

𝐼൫𝑋௜; 𝐷൯ =  ෍ ෍ 𝑝(𝑥, 𝑑)𝑙𝑜𝑔ଶ

௫ ఌ௑೔ ௫ஷ଴ ௗఢ஽

 
𝑝(𝑥, 𝑑)

𝑝(𝑥)𝑝(𝑑)
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D is a domain variable 

𝑋௜  𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐 𝑓𝑒𝑎𝑡𝑢𝑟𝑒 𝑛𝑜𝑛 − 𝑧𝑒𝑟𝑜 𝑣𝑎𝑙𝑢𝑒𝑠 

 
Fig 12: Domain-specific and -general characteristics illustrated as a bipartite graph 
 
Input : Source domain labeled data   and unlabeled target domain  

            𝐷௦௥௖ =     ൛ ൫𝑥௦௥௖ଵ , 𝑦௦௥௖ଵ൯ൟ
௜ୀଵ

௡ೞೝ೎
    ,    𝐷௧௔௥ =     ൛ 𝑥௧௔௥௝ൟ

௝ୀଵ

௡೟ೌೝ  

Output : adaptive classifier 𝑓: 𝑋 → 𝑌 

Domain Specific Features   ф஽ூ =  ൤
ф஽ூ(𝑥௦௥௖)
ф஽ூ(𝑥௧௔௥)

൨ and ф஽ௌ =  ൤
ф஽ௌ(𝑥௦௥௖)
ф஽ௌ(𝑥௧௔௥)

൨ 

For the weight matrix for DI-word and DS-word is 𝑀 ∈   ℝ(௠ି௟)∗௟ 

 𝑇ℎ𝑒 𝑎𝑓𝑓𝑖𝑛𝑖𝑡𝑦 𝑚𝑎𝑡𝑟𝑖𝑥 𝑖𝑠 𝑔𝑖𝑣𝑒𝑛 𝑎𝑠    𝐴 =  ቂ
0 𝑀

𝑀் 0
ቃ    

The classifier f is given as =     ൛ ൫𝑥௦௥௖ଵ , 𝛾𝜑 (ф஽ௌ ൫𝑥௦௥௖ଵ ,൯) (𝑦௦௥௖ଵ൯ൟ
௜ୀଵ

௡ೞೝ೎ 

 

 
Fig 13: Accuracy comparison from the obtained results 
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The accuracy obtained from the proposed approach is more when compared with the 
existing methods. 
  
4. CHALLENGES IN CROSS DOMAIN SENTIMENT ANALYSIS 

The fundamental technological difficulty with sentiment classification is that it depends 
heavily on the domain. In many other words, a technique that excels in one area may perform 
poorly in another. This problem is particularly difficult since cross-domain categorization using 
machine learning works best with tagged texts and is therefore very domain-sensitive. The 
degree of similarity between training and test data impacts how well machine learning 
algorithm’s function, which suggests that source-target domain combinations have a significant 
impact on cross-domain sentiment analysis outcomes. Sentiment analysis performance suffers 
significantly when the sentiment scale is supplemented by two or even more sentiment classes. 
A significant decline in performance is unacceptable, even though interclass distinction is 
anticipated to be more difficult than binary classification. Additionally, for evaluations that are 
not fully binary, a discrepancy among review ratings with review content also affects 
performance. 
 
 
Table 2: Challenges faced during cross domain sentiment analysis 

CHALLENGE DESCRIPTION 

FEATURE DIVERGENCE 

Classifiers that have been received training on data that 
contains lots of source-specific features are prone to feature 
divergence, which is also known as feature mismatch or 
website mismatch, because of the gap between the classifier's 
understanding and the property features being classified. For 
this reason, it's possible that domain Y won't appreciate your 
abilities to provide results in domain X. 

POLARITY DIVERGENCE 

Each feature has a polarity, and the source as well as the target 
may have different polarities. domain. In domain A, "easy" 
might be good while in domain B, it might be negative. 
Independent features suffer from the polarity divergence issue. 

POLYSEMY 

When the definition of a term changes, that is polysemy, both 
the destination and source subdomains change as a result of the 
the domain's particular setting. This makes testing more 
challenging. The veracity with which the features are depicted. 

SPARSITY 
Whenever the target domain contains, the sparsity problem 
occurs phrases or words that are absent or little used in the 
domain of origin. 
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5. CONTRIBUTION OF SENTIMENT ANALYSIS USING VARIOUS 

APPROACHES ON VARIOUS DATASETS 

 
Table 3: contribution from different others on sentiment analysis—-CHANGE TABLE 
NAME 

Author Methodology Dataset Findings 

[55] CNN 
SemEval 2016 
workshop 

Analysis of Twitter sentiment 
using user behavior data to 
identify features 

[56] 
Tree-LSTM and 
Discourse-LSTM 

Food reviews and 
the Internet Movie 
Database 
(Amazon) 

Sentiment analysis that uses the 
notion of rhetorical structure and 
aims to increase accuracy 

[57] CNN 
IMDB and Movie 
reviews 

AdaBoost + Boosted Post-
processing for Sentiment 
Analysis to learn more about the 
impact of different filter lengths 
on the final text polarity. 

[58] CNN, RNN Twitter 
Sentiment analysis using domain-
specific word embedding and 
recent recurrent variants 

[59] CNN, GRU, LSTM 

Social networking 
networks and the 
SemEval 
workshop 

Comparisons based upon 
sentiment analysis and aspect 
extraction are presented as an 
overview of sentiment 
classification using deep learning. 

[60] 
Coattention-LSTM, 
MemNet 

SemEval 2014, 
Twitter 

Sentiment analysis based on 
specific topics and topics in 
context 

[61] CNN, LSTM SemEval 2017 

Aspect-based sentiment analysis 
utilising a combined classification 
of aspect and polarity. A method 
for resolving two classification 
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issues based on aspect sentiment 
analysis. 

[62] CNN SemEval 2016 

Polarity and aspect co-
classification for use in aspect-
based sentiment analysis. A 
technique based on aspect 
sentiment classification for fixing 
two different categorization 
problems. 

[63] 
LRNN-ASR, 
FULL-LRNN-ASR 

Tripadvisor 
Sentiment analysis relies on many 
aspects to provide depth to the 
input's understanding 

[64] CNN, LSTM, doc2vec StockTwits 
Improve StockTwits' sentiment 
analysis performance with deep 
learning. 

[65] DNN, CNN 
 
social network 
sites, Twitter 

Feature abstraction through 
sentiment analysis of weather-
related tweets 

[66] 
CNN, RNN, DNN, 
LSTM,  

Social network 
sites 

Deep learning for sentiment 
investigation: a literature review 
covering topics including word 
embedding, emotion analysis, 
sarcasm detection, and 
multimodal data. 

[67] CNN, DNN, RNN 
Social network 
sites 

Deep learning has been used to 
improve upon previous methods 
for a variety of sentiment analysis 
jobs. There are a number of terms 
in this area, including "sentiment 
analysis," "opinion mining," and 
"sentiment classification and 
extraction." 
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[68] CNN, DNN, RNN, DBN 
Social network 
sites 

Information extraction and 
classification from social media's 
unstructured information, 
including one with a description 
of sentiment analysis via deep 
learning algorithms. 

[69] 
CNN, lexicon, DNN,  
hybrid, RNN 

Social network 
sites 

Research on how deep learning-
based sentiment analysis stacks 
up against conventional methods. 
Issues with domain dependence, 
feature extraction, false and spam 
review sentiment polarity, a large 
lexicon, negation, and ambivalent 
terms. 

[70] RNN Amazon 

Emotional data mining for online 
recommendation systems. By 
sifting through all the reviews and 
then generating a score based on 
them, this feature might suggest 
nearby establishments to the user. 

[71] CNN, RNN, LSTM Financial tweets 
Financial market sentiment 
analysis using ABSA 

 
6. CONCLUSION AND FUTURE SCOPE 

 Over the years, researchers in the fields of text mining including natural language 
processing have paid a good amount of attention to sentiment classification. However, the 
effectiveness of sentiment analysis is being hampered by the scarcity of labelled data that can 
be utilized to train models for all domains. No research aimed at fixing this issue and bettering 
cross-domain sentiment classification has been found. We conducted a thorough literature 
analysis to identify the key cross-domain difficulties and approaches in order to support 
researchers in their work. Cross-domain sentiment analysis's reliability has improved 
significantly since the last time we looked at it, despite the fact that there is no perfect solution, 
which will open the door for future improvements. The majority of cross-domain sentiment 
analysis techniques rely on the parallelism between the  target and source domains. An 
incorrect assumption is made about the similarities between the features of the source and target 
domains during the investigation, but because there are few similarities, the procedures produce 
subpar results with less precision. Additionally, while training various classification models 
utilizing labelled datasets, more precise results can be found. Since manually labelling a dataset 
is expensive and time-consuming, numerous strategies have been used by various studies over 
the past few years. It introduces the attention mechanism, which automatically and without 
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human involvement captures pivot features. Based on that attentive network, it is suggested 
that only domain independent and  domain-specific  or pivot whole-part linkages receive 
higher word attention, which chooses significant sentiment from the entire article dynamically. 
As a follow-up to this research, a unified performance review approach might be created to 
analyze various methods.  

Researchers may choose to follow a number of promising research avenues in the 
upcoming years. The first route that merits consideration is multi-view learning, which 
combines a few semi-supervised techniques to take use of different perspectives on the same 
input data. The second is about using models that can extract features from datasets across 
several source domains that are independent of a given domain. A further course of action 
would be to create models that can employ a subjectivity lexicon that is independent of a 
particular domain rather than spreading polarity in the opposite direction from source to target. 
The last requirement includes, feature transfer and novel word embeddings approaches for 
modelling can be developed. Furthermore, the use of deep learning techniques, as well as 
disparate feature spaces and a variety of data sources, should be examined. Last but not least, 
there is a trend toward integrating word embedding methods with deep brain learning, which, 
based on the results so far reported, appears to promise promising outcomes. Novel models that 
combine embeddings with deep neural learning are worth investigating, developing, and 
deploying. 
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