
 

Journal of Data Acquisition and Processing Vol. 38 (3) 2023      2874 
 
 

ISSN: 1004-9037 
https://sjcjycl.cn/ 

DOI: 10.5281/zenodo.98549686 
 

HYBRID MODEL FOR IMAGE CLASSIFICATION: BRIDGING THE GAP WITH 
GLOBAL FEATURE DESCRIPTOR 

Shubha Rao Aa,1 and Dr. Mahantesh K b 
a Research Scholar, Department of ECE, SJB Institute of Technology, Bangalore, India 

b Associate Professor, Department of ECE, SJB Institute of Technology, Bangalore, India 

 

Abstract. With the progressive advancement in Artificial Intelligence, Deep learning 
techniques have stood out with its remarkable performance in various computer vision 
applications like image classification, object detection, segmentation.  A feature fusion 
methodology which bridges the gap between the machine and deep learning technique, 
captivating the benefits of both the field is proposed. Machine level features – color, texture, 
shape which describes an image are fused with the higher level semantic features extracted by 
state-of-the-art technique. Convolutional Neural Network (CNN) based Vgg16 architecture is 
used to as feature extractor which are later fused with machine level features. The performance 
of the algorithm is measured on Caltech-101and Caltech-256 object category datasets using 
various machine learning classifiers. The proposed methodology with its powerful fused 
descriptor outperforms the state of the art complicated models.  
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INTRODUCTION 
All the advancement witnessed in the field of Artificial intelligence and robotics is majorly 
intervened with the progress in deep learning techniques. Deep learning is a technique inspired 
by the human nervous system, is a subset of machine learning [1]. Difference in process of 
feature extraction adopted by techniques is what distinguishes them majorly. Machine Learning 
involves major human interference in determining the filters for the feature extraction vs. Deep 
learning is self-sufficient enough to figure out the best filters for any required application [2].   
Machine learning algorithms mainly, learn by seeing examples – supervised learning, learn by 
practice – unsupervised learning, learn with little help – semi-supervised learning [3,4]. Deep 
learning algorithms learn the best filters for a particular task – Convolutional Neural Network 
(CNN), learn to benefit from the gained knowledge in the path – Recurrent Neural Network 
(RNN) [5]. In the today’s digital era, automatic annotation of image (classification) is about to 
become a major perquisite for all applications. The proposed methodology of future fusion is 
an attempt to gain the benefits from both the techniques, for the task of image classification. 
The visualization in major difference between the two approaches of AI can be seen in Figure 
1. 
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Figure 1. Machine Learning vs. Deep Learning 

LITERATURE REVIEW  
A transfer learning based deep learning model inspired by YOLO to classify large Kannada 
Scene Individual Character (KSIC) has achieved 8% greater test accuracy in comparison with 
other models [6]. Heterogeneous Future fusion technique is proposed to make effective use of 
text present in images by creating an embedded vector, the framework is composed of Multi- 
model Complementary Fusion (MCF), Cross Model Guided pooling (CGP), and Relative 
Caption-aware Consistency (RCC) to combine the local features of both text and image [7]. 
Another method to improve the efficiency of image classification with attention mechanisms 
of neural network by utilizing both global feature channels along with local attention which 
mimics the human visual attention mechanism helps in faster convergence of the model. [8]. 
Improved cross-modal image retrieval which eliminates the ambiguity that exits between the 
query image and the bias of target database by getting the clue in the form of user feedback  
and database re-ranking accordingly is proposed [9].  Fine tuning based transfer learning 
approach when applied on smaller dataset suffers from bottleneck issue at time of training. The 
issue is solved by adapting a regularization technique where outer layers weights are 
constrained by using starting point as reference (SPAR) and by selecting a subset of features 
using attention mechanism [10].  
A SIRe method which preserves the local structure of the image for classification by using skip 
and residual connections and with interlaced auto encoders merged with base CNN model is 
proposed [11]. An interactive content based image retrieval system where visual saliency maps 
of the retrieved images are made visible to the end users and the relevant user feedback merged 
together. The proposed method is tested on MS-COCO dataset displays an improvement in 
accuracy [12]. To effectively merge the modification text along with the query image while 
comparing with the target image is proposed employing a Joint Prediction Module (JPM) which 
can be adopted with any existing architecture to benefit the implicit knowledge of the query 
image [13]. To bridge the inevitable gap that exits in representation of data between the 
sketches and photos a Domain Aware Squeeze and Excitation (DASE) network is proposed. 
The network reduces the maximum distance between intra class variability by adding a 
multiplicative Euclidean distance which is represented by loss function Multiplicative 
Euclidean Margin Softmax (MEMS) ultimately creating a diverse feature space for effective 
image retrieval [14].  
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A quantum cuckoo search optimization (QCSO) a better optimization technique to take the 
CNNs to the next level where it is capable to recognize the localized parts of the images for 
their respective class is proposed [15]. A dynamic attention mechanism with multiple heads is 
used to recognize the various channels, which is capable of extracting the multiple local 
features of image. The extracted features are merged and the weighted sum of which is used 
for image retrieval [16].  A StyleGAN based approach to disentangle the orthogonal feature 
vectors and spread them into sparse latent feature space. The features are later selected and 
assigned preferences depending on the requirement of attributes present in the query image 
[17]. A feature fusion based method to detect long text present in the images by using enlarged 
receptive fields within the atrous convolution module is proposed. The features extracted at 
different scales are fused again to avoid the inconsistency and invariance across the feature 
pyramid [18]. 
 HYBRID MODEL: THE PROPOSED METHODOLOGY 
In order to utilize the benefit of both the world (ML and DL) for the task of image classification 
a hybrid model is been proposed. Since the efficiency of image classification majorly narrows 
down to the quality of features which are fed to classifiers, a global feature descriptor based on 
feature fusion technique is projected. At first a set of hand crafted low-level basic features 
which define the core of image - color, texture and shape are extracted individually. To match 
with human competency in recognizing images a set of semantic features are extracted using 
Convolutional Neural Network. The handpicked and semantic features are fused together to 
create global feature descriptor, the efficiency of which is tested on various machine learning 
classifiers. A detailed description of method of feature extraction, feature fusion and 
classification techniques is outlined in further subsections.  
3.1 TYPES OF FEATURES EXTRACTED 
Color: One of the major features which contribute the most in any of image processing task is 
color. Color Histogram is a statistical way to analyze the distribution of the color of an image 
[19]. The image is converted into HSV color space before computing the histogram which 
utilizes the advantage of having better human perception. Histograms can be considered as bar 
graph of number of colors present to number of pixels in an image. The histograms are 
normalized and flatted to fetch the color feature vector (fcolor). 
 
Texture: The feature which gives specific spatial information and its relationship among the 
pixels of an image is texture. Texture gives a fair idea of variation in the smoothness, sharpness 
of an image which is used extensively for segmentation. Haralick features which basically uses 
Gray Level Co-occurrence Matrix (GLCM) to average out the features along the given 
direction for any given region of interest [20]. Given query image is converted into gray scale, 
extracted haralick features are stored as texture feature vector (ftexture). 
 
Shape: The feature which is most frequently used for object recognition and its classification 
is shape. Shape helps in identifying the objects metrics like shape, length and position. One of 
the simplest ways to identify edges is based on Histogram of Oriented Gradients (HOG) [21].  
The image is resized which is a prerequisite for HOG function; the extracted features are 
flattened before saving as shape feature vector (fshape). 
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||𝛻𝑔|| =  +                       (1) 

Semantic Features: There is always a difference with manually extracting the low-level 
features from image to high level semantic features which are perceived by human. CNNs are 
the best in learning such ideal filters along with automatically fetching the semantic features. 
VGG16 one of the simplest, most ideal CNN with its stacked layers of convolution layers and 
gradual increase in the filter size proves to be one of the best CNN architecture for image 
classification [22]. VGG16 model which is pre-trained using Imagenet dataset is used just 
before the fully connected layers (top) is used to extract the semantic feature vector (fvgg16). The 
architecture of vgg16 is shown in Figure 2.  
 

 
Figure 2. VGG16 architecture used for semantic feature extraction 
3.2 GLOBAL FEATURE DESCRIPTOR: BRIDGING THE GAP 
Once the various features from the image like the color, texture, shape and semantic features 
are extracted it is concatenated to create global feature descriptor (fglobal). A data frame of global 
feature descriptor is created along with their respective labels (classes) of image, which can be 
later divided for train and test purpose. To examine the proposed hybrid model, the global 
features are passed onto various machine learning classifiers and trained. Once the classifiers 
are trained, the performance will be measured for test data. The detailed architecture of the 
proposed Hybrid Model is shown in Figure 3.  
𝑓 = 𝑓     ⃦ 𝑓    ⃦ 𝑓    ⃦ 𝑓                      (2) 

The various machine learning classifiers which were used for the pragmatic study are as 
follows: 
Logistic Regression: A statistical algorithm is mainly used for classification purpose inspired 
by the probability to understand the relationship between various variables using sigmoid cost 
function.  
K – Nearest Neighbor: The classifier uses all the given data employing a lazy non-parametric 
method to classify new data depending on its nearest neighbor. 
Random Forest: An ensemble based learning approach by merging (majority) the output of 
different decision trees to increase the overall performance (classification).  
Decision Tree: A tree structure is used recursively to learn to make the right decision which 
eventually increases the homogeneity of the subset of data. 
Support Vector Machine: The non - parametric algorithm classifies the data by finding the 
best fitting hyper plane with maximized margin to the nearest neighbor point. 
Stochastic Gradient Descent: Starting from a random data point the algorithm tries to find a 
global minima of optimization function depending on the direction of gradient.   
𝜃 =  𝜃 −  𝛼(𝑦 − 𝑦)                              (3) 
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Figure 3. Detailed architecture of Hybrid Model    

3.3 RESULT & DISCUSSION 
The performance of the Hybrid model is tested of one largest image classification dataset 
Caltech-101 with 9,146 images and Caltech-256 with 30,607 images [23]. Caltech dataset has 
higher object category in comparison to other most commonly used MNIST Digital dataset (10 
Category), CIFAR (10 and 100 category), COCO (80 object category). While splitting the 
dataset to measure the efficiency of the model, 30 images from each category is used for 
training and remaining images are used for testing. The performance of the model is analyzed 
for various classifier techniques the result of which is tabulated in Table.1. From the table it 
can be clearly inferred that Logistic Regression outperforms SGD, KNN, Decision Tree, 
Random Forest and SVC.  
       The performance of the hybrid model with its global feature descriptor on Caltech-101, 
Caltech-256 datasets is compared with the previous state-of-the art techniques, the fair analysis 
of which is shown Table .2 and Table .3 respectively. It can be clearly concluded from the 
results the proposed methodology outperforms the earlier work which were based on sparse 
localized features, pyramid match kernels, learned dictionaries and successfully beats even the 
deep learning based pre-trained models. It makes it worth mentioning the designed architecture 
proves its efficiency even with smaller sample space (15 Train) on Caltech-101 dataset. The 
performance for Hybrid model on Caltech-256 surpasses all the earlier work with exception to 
VIRNet architecture where it bit lesser accuracy. With increased object category the 
performances is getting dropped due the overlapping of features caused by cross references of 
information across various level. The performance of the model is measured using accuracy as 
metric in terms of percentage (%). 
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Table 1. Comparative analysis of Proposed Hybrid Model performance using various 
Classifiers 
 

 
Classifiers  

        Caltech-101 
       30-Train 

Caltech-256 
30-Train 

Logistic Regression 
KNN  
Random Forrest 
Decision Tree 
SVC 
SGD 

91.37 
45.16 
82.73 
51.3 
73 
87 

72 
18 
50 
20.52 
63 
69 

Table 2. Comparative analysis of Proposed Hybrid Model on Caltech-101 result with previous 
work  

Methods 
 Accuracy (%) 

        Caltech-
101 
       15-Train 

Caltech-
101 
30-Train 

Shape matching [24] 45 - 
Pyramid match kernels [25] 49.5 58.2 
Discriminative nearest 
neighbour [26] 

59 66 

Local naïve bayes nearest 
neighbour [27] 

47.8 55.2 

Sparse localized features [28] 33 41 
Relevance based classification 
[29] 

- 43.8 

Gaussian mixture models [30] - 72.3 
VGG-16 [31] 66 78.42 
Inceptionv3[ 32]   
Ensemble Model [33]  
VIRNet [34] 
Proposed Method: Hybrid 
Model 

64 
73.11 
        87.74 
        88.52 

67 
79.23 
91 
91.37 

Table 3. Comparative analysis of Proposed Hybrid model on Caltech-256 result with previous 
work  

Methods 
Accuracy (%) 

      
Caltech-
256 
       15-
Train 

 Caltech-
256 
30-Train 

Learning dictionary [35] 30.35 36.22 
Sparse spatial coding [36] 30.59 37.08 
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Discriminative coding for object 
classification [37] 

28 30 

Local naïve bayes classifier [38] 33.5 40.1 
Caltech Institute classification [23] 28.3 34.1 
Combined image descriptors [39] - 33.6 
VGG-16 [31] 51 57.57 
Inceptionv3[32]  
Ensemble Model [33] 
VIRNet [34] 
Proposed Method: Hybrid Model                                                     

58 
60 
70.28 
68 

59 
62 
74.25 
72 

 
CONCLUSION 
The proposed Hybrid model with the specially designed global feature descriptor is able to 
exceed even the performance of current artificial intelligence based neural network 
architecture. With the successful effort to create one global feature descriptor based on feature 
fusion which takes the advantage of both the low-level (machine) features and high-level 
(semantic) feature for image classification. The feature extraction methods are carefully 
handpicked such that it remains simple, easy to compute and yet efficient enough to deliver 
expected results. Tackling the problem of feature overlapping across multiple levels with 
increased object category is a challenge.   
       The hybrid model clearly demonstrates with innovative ideas it is possible to build a bridge 
between ML and DL which are rich with features for any computer vision application. As a 
part of future work the architecture needs to be tested on various other dataset belonging to 
diverse domain.   
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