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Abstract— Small file processing is a performance bottleneck in Hadoop big data platform. It 
creates huge storage overhead at Hadoop Namenode and exhausts computational resources by 
spawning multiple map tasks.  Current solutions for small file problem can be categorized to 
merging small files, reusing java virtual machine instance, caching are not adaptive to user and 
application context. In most solutions, merging is based only on size and do not consider user 
access or application contexts, content characteristics and their semantic relation. As the result, 
processing and query latency increases. This work proposes a user and application context 
adaptive small file management solution to this problem. As part of solution, adaptive block 
categorization is proposed to categorize blocks based on context and merged. By this way 
processing speed is increased.  Caching is done based on multi criteria optimization specific to 
context access pattern to reduce the latency. The proposed solution is able to provide 10% 
higher speed up and 15% lower latency compared to existing works.        
INTRODUCTION 
Hadoop is a popular open source big data platform. Based on map reduce paradigm, the 
platform is designed to process large volume of data. Hadoop distributed file system (HDFS) 
stores the files. A map task is spawned to process a block. By default each file in HDFS is 
mapped to a block and passed to map task. Each map task runs on a java virtual machine (JVM) 
instance. Block to file mapping is kept at the Namenode of Hadoop. Maximum performance in 
terms of processing and minimal storage overhead at Namenode is achieved when the size of 
file in HDFS is equal to the block size. The earlier big data applications did not have any 
problem with this constraint as the file size was higher and almost occupying the block size. 
But in case of Internet of things (IoT) applications, file size is very small (less than 2KB)[1-2]. 
Copying these files directly to HDFS and using it for big data processing creates huge store 
overhead at Namenode and computational crunch due to multiple JVM instances [3]. The 
current solutions for small file problem can be categorized as merge based, caching based and 
optimization based. Merge based solutions involve pretreatment of small files to create a large 
file fitting to block size and uploading the large file to HDFS. Caching based solutions caches 
the files location to merged block to speed up the query execution. Optimization based solution 
involves cluster structure reorganization and JVM instance minimization to reduce the 
computational overhead in spawning map tasks for each small file. Some of the work combined 
multiple techniques in each category into a hybrid method and used it to solve the small file 
problem. The existing solutions for small file problem have three important issues (i) non 
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adaptive merging, (ii) lack of personalization and (iii) lack of support for streaming data. The 
merging and caching solutions are not adaptive to user and application contexts. As the result, 
they have higher latency and processing delay for specific applications. Caching solutions do 
not consider temporal user access patterns and use generic strategies like least recently used 
(LRU). As the result, their query latency is higher. Most the merging solutions do not support 
streaming data and does merging only based on size. This works considers two important issues 
of non adaptive merging and lack of personalization and proposes a novel user and application 
context aware small file management technique. Small files are categorized into context using 
machine learning and files are merged based on context. Users are clustered based on access 
profile and caching is made adaptive to user group and multi objective optimization parameters. 
The objective of the solution is to reduce the processing delay and query latency. Following 
are the novel contributions of this work 
(i) A novel technique to learn the user and application context for the small files and use the 
context information to merge files. 
(ii) A multi objective optimization based caching technique adaptive to context access patterns.   
The paper is organized as follows. Section II presents the survey on existing solutions to solve 
the small file problem in Hadoop. Section III presents the proposed user and application context 
aware small file management technique. The results of the proposed solution and comparison 
to existing works are presented in Section IV. Concluding remarks and the future work scope 
are presented in Section V.     
SURVEY 
Ahad et al [4] solved small file problem using a dynamic merging strategy. Next fit allocation 
policy is used to fit the small file to the most suitable block. Once the block is fully occupied, 
it is moved a large file to HDFS. Merging was done only based on size without consideration 
for file contents and their semantic relation. Siddiqui et al [5] replaced default Hadoop Archives 
(HAR) with a cache based block management scheme for solving the small file problem. A 
large file of block size is created with logical chain of small files and moved to HDFS. 
Read/Write on block was made efficient using block manager. Files were merged only based 
on size without consideration for contents and their semantic relation. Zhai et al [6] solved the 
small file problem using index based archive file management. Small files are merged to large 
file to the size of the block. A order preserving hash based indexing system is built to locate 
the small files efficiently. Though the solution was able to solve the small file problem, access 
efficiency becomes lower when volume of files increases. Streaming data is also not supported 
in this work. Cai et al [7] used correlation information between the files to merge the small 
files to create large file. The large file is kept in HDFS.  Authors found that merging files based 
on correlation reduced the access latency.  This work considered correlation only based on 
meta data and did not use content characteristics. Choi et al [8] solved the small file problem 
by optimizing java file buffering and JVM reuse. Small files are merged to large file in buffer 
and the buffer is passed to map task. JVM reuse reduced the JVM bootstrap overhead. Merging 
did not consider content characteristics and their semantic relation. JVM reuse can create fast 
memory buildup and cause system crash.  Peng et al [9] solved the small file problem by 
combining merging and caching strategies. Correlation between small files is learnt using 
collaborative filtering based on the access pattern of files. Files with higher correlation is 
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merged to a large file and moved to HDFS. Small files to block mapping is kept in caches and 
this information is cache is used to speed up the access time. The overhead is higher in this 
scheme for merging for large dynamics in access patterns. Merging was not based on content 
characteristics and semantic relation between contents in the files. Niazi et al [10] proposed a 
hybrid storage strategy to solve the small file problem. Default Hadoop archive system is used 
for large files. To manage small files, data blocks are combined to create large blocks logically.  
The approach is not scalable as it increases storage overhead at Namenodes for higher volume 
of files.  Jing et al [11] used sentence similarity between the files to learn file correlation. Files 
with higher correlation are merged to large files. File access was speeded up using pre-fetching. 
Compute file correlation based on sentence similarity pair wise is cumbersome and not scalable 
for large number of files. Sharma et al [12] extended the default Hadoop archive system with 
dual merge technique to solve the small file problem. Two level compaction is proposed to 
merge small files to large files with higher storage efficiency. Author speeded up file access 
using two level hash function. Merging was based only size of file and did not consider content 
characteristics and their semantic relation. Wang et al [13] proposed a integrated solution 
combining merging and caching to solve small file problem. Files were merged based on size. 
Access to file was speeded up using pre-fetching and caching. Though the scheme was able to 
achieve higher storage utilization, content merging did not consider content characteristics as 
the result, processing delay increased. Ali et al [14] merged small file based type and size using 
an enhanced best fit merging algorithm. Though the scheme increased storage utilization, the 
file access time was higher. Prasanna et al [15] created a large file fitting Hadoop block size by 
compressing many small files. Though storage utilization is increased, computational overhead 
for compression/decompression is higher in this approach. Huang et al [16] solved the small 
file problem for medical images using a two level model. At first level images are grouped 
based on structural similarity and second level based clinical examination similarity. Grouped 
images are saved as one file in HDFS. File pre-fetching was done to reduce the access time but 
the file hit ratio was lower. Renner et al [17] proposed a appendable file scheme to solve the 
Hadoop small file problem. The scheme was implemented as an extension to Hadoop archive 
file system. Small files are appended to the most suitable block using first fit algorithm. File 
access was speeded up using Red black tree based indexing. Merging was based only on file 
size. Liu et al [18] merged small files based on content similarity. A feature vector based on 
term frequency is constructed for files and similarity between the feature vectors is computed 
using cosine similarity. Files with higher similarity are merged. Constructing a global feature 
vector space is difficult without knowledge of distribution of terms in files.  Lyu et al [19] 
solved small file problem using an optimized merging strategy. Optimization was based on 
maximization of storage utilization of blocks. Authors used caching and pre-fetching to speed 
up the access. The merging was based only on size without considering content characteristics 
and their semantic similarity. Similar optimized merging strategy was proposed by Mu et al 
[20]. Optimized merging strategy was realized with appending based merging over default 
Hadoop archive system in this work. Merging was based only on file size and access time was 
higher in this approach. Wang et al [21] merged small files based on user access pattern. But 
the scheme is not adaptive to user access pattern over a long duration. He et al [22] merged 
small file to maximize the storage utilization of data blocks using best fit. Merging did not 
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consider content characteristics and their semantic relations. Fu et al [23] solved the small file 
problem using a flat storage file system. In this scheme both files and their meta data are merged 
in same block. This reduces the storage overhead at Namenode. But author did not consider 
the effect on access time due to flat storage file system. Multi level caches was used in Tao et 
al [24] and Bok et al [25] to speed the access when small files are merged to large blocks. But 
merging was still based on size and this increased the processing time for applications requiring 
co-location of data.  
From the survey, most of existing approaches merged small files only based on size and type. 
Content characteristics and their semantic relation was not considered in any of the works. 
Without consideration of it, the processing time is very high for applications requiring co-
location of related data. Also in most caching schemes, caching was based on least recently 
without considering the context of the files. Caching on global context can cause poor 
utilization of applications like clustering which works on multiple contexts at same time. To 
solve this access time discrepancy context based caching must be employed. This work 
considers this two problem of content characteristic based merging and context based caching 
while solving the small file issue in Hadoop and propose a solution for it.       
 CONTEXT AWARE SMALL FILE MANAGEMENT 
The architecture of the proposed user and application Context Aware Small File Management 
(CASFM) is given in Figure 1. The proposed solution has three functional components: 
Context management, Metadata management and Cache management.  Context is the summary 
information of the file. It is predicted and association to the  
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Figure 1 Proposed CSFM architecture showing components of context, meta data and cache 
management 
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most suitable blocks is done by context management module. Context is predicted for file based 
on content characteristics and their semantic relation. Contexts are grouped and aggregation 
label is created. Blocks are associated with aggregation label and files are appended to the 
blocks. Metadata is the information about the placement of small files within the block. This is 
needed for retrieval of files either by name or keyword. Metadata management module 
manages the metadata information of the small files. Placement of frequently used small file 
content and metadata indexes in cache speed up the access of small files. Cache management 
module manages the cache based on context information. The details of each of the functional 
modules are given below. 
Context management  
Context is learnt in adaptive manner from small files in this work. Content characteristics and 
semantic relation are extracted from the small file and a vocabulary is built for contexts. Both 
the context construction and context association of small files are done on fly. Context is learnt 
based on the concept modeling concept.. This model estimate the probability distribution of 
words for a concept (p(w|θ)) and probability of distribution of context for a small file (p(θ|s)). 
These two probability distributions measures the correlation between word w and concept θ 
and that between the concept θ and small file s. Both  p(w|θ) and p(θ|s)) can be inferred by 
maximizing the log likelihood function of the observed small file to word matrix. This can be 
learnt using a batch of small file T as  
 

 
Small files up to size of T are collected and salient words are collected from it creating a file 
to word matrix. The salient words are the nouns and noun phrases from the text skipping the 
most common stop words from English. Nouns and noun phrases are grouped based on their 
semantic similarity and group of nouns/noun phrases are created. Context is modeled as a group 
of nouns/noun phrases The group is referred as context. Every time a new batch of small files 
arrives, the noun/noun phrases extracted from it are matched to existing contexts. When they 
are semantically similar to existing context, the noun/noun phrases are merged to context and 
when they are different, a new context is created. For each context, a block is created. Small 
files classified to a context are appended to the corresponding block. When block is full, a new 
block is created. A context index is created with a unique id for context, the noun/noun phrases 
in the context and blocks belonging to that context.  
Metadata management  
Meta data is information about the location of the small file in the block. This is needed for 
retrieval of the file for any queries by the user/application. Meta data has fields as listed in 
Table 1.  

Table 1Metadata fields 
Fields Size (bytes) 
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File name  128 

Block number 16 

Offset 16 

File size 16 

 
Different from existing works of keeping the metadata in a index file, in this work meta data is 
organized in terms of contexts as shown in Figure 2. 
 

 
Figure 2 Metadata indexing 

 
For each context an index file is created and the metadata of file categorized to a context is 
kept in its corresponding index file. By this way, index file is generated for each context.  
Locality sensitive hashing(LSH) is used for indexing the metadata. LSH is a method for 
approximate neighbor search in high dimensional space.  It maps the high dimensional data to 
lower dimensional representation using random hash function such a way that points closer in 
higher dimensional space maps to same low dimensional space with higher probability. LSH 
hashes the item repeatedly several times, so that similar items are more likely hashed to same 
bucket than dissimilar items as shown in Figure 1. Thus to find the items in a database, which 
is similar to a query, LSH maps to most relevant bucket and number of buckets are also less. 
Due to this lookup becomes faster in LSH compared to hashing based lookup.  

 



CONTEXT AWARE ADAPTIVE SMALL FILE MANAGEMENT FOR HADOOP 

 
Journal of Data Acquisition and Processing Vol. 38 (3) 2023      3615 

 

Figure 3 LSH lookup 
The idea of LSH is to construct hash functions g: R → U such that for any two points p, q 
 if |p − q| ≤ r, then Pr[g(p) = g(q)]  is high 

if |p − q| > cr, then Pr[g(p) = g(q)]  is small 
This is achieved with family H of functions  
g(p) =< h (p), h (p), … . h (p) >  
For all data point pϵP, p is hashed to buckets  g (p), g (p), … g (p) 
For an input query q, the points are retrieved from the buckets g (q), g (q),…  until all points from 
b buckets are retrieved.  
The effectiveness of LSH comes from use of multiple hash functions instead of single hash. 
Multiple hash reduces the number of buckets needed for mapping the items in the database 
The metadata mapping to a context is indexed using LSH to generate the buckets. The buckets 
corresponding to the context are written to a index file.  
When user/application queries for the small file, they can query the file by name or keywords. 
When the user queries by file name, parallel search is launched on each of index file using 
LSH. The bucket matching the filename is returned. From the bucket linear search is done with 
filename as key to return the metadata. When the query is done with keyword, linear search is 
done over the context file to find the matching context at first step and search is launched the 
index file corresponding to that context using LSH. The bucket matching the filename is 
returned. From the bucket linear search is done with filename as key to return the metadata. 
Cache management 
Cache is used in this work to speed up the access of small files. Two kinds of cache are used 
in this work: File cache (FC) and Index cache(IC). FC is used for pre-fetching small files to 
speed up the access of small file. IC is used for pre-fetching index files to speed the processing 
of fetching small files. The proposed cache management solution splits the FC cache into K 
partitions with each belonging to a context. The size to be allocated for each partition is decided 
based on multi criteria optimization. In the size allocated, the small files to be cached are 
decided based on the access patterns of the user group/application. The cache size to be 
allocated for a context is depended on following factors 
(i) Access delay for the context (p1) 
(ii) Hit ratio for the context (p2) 
(iii)  Speed up of application (p3)       
The access delay must be minimized; hit ratio and speed up must be maximized. Minimizing 
access delay very much for one context may reduced the speed up of total application by 
affecting other contexts and it can also reduce the hit ratio of other contexts. Thus these three 
factors are conflicting goals. A fitness function is designed to accommodate this three 
conflicting goals as  

𝑓 = 𝑤
1

𝑝1
+ 𝑤  𝑝2 + 𝑤 𝑝3 

The weights 𝑤 , 𝑤  , 𝑤 are the importance factors given to the parameters. Their values are 
assigned depending on the applications in such a way that 

𝑤 + 𝑤 +  𝑤 = 1 
The cache size to be allocated for each context must be optimized to maximize the fitness 
function (f). This work uses a hybrid meta heuristics algorithm combining particle swarm 
optimization (PSO) with firefly algorithm.  
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PSO is a swarm intelligence algorithm (Kennedy et al 1995) simulating the social behavior of 
swarm of organisms. This method is popular for solving optimization problems due it its 
simplicity, flexibility and versatility. Organisms move randomly with different velocities and 
use these velocities to update their individual position. Each candidate solution is a ‘particle’. 
Each particle tries to attain its best velocity based on its own local best (p_best) value and its 
neighbor’s global best (g_best). Each particle’s next position depends on the current position, 
current velocity, distance from current position to p_best, distance from current position to 
g_best. The movement of particle in its search space depends on its velocity. For a particle X, 
it current position X_i and current velocity V_i  is updated as 
 
𝑋 (𝑡 + 1) = 𝑋 (𝑡) + 𝑉 (𝑡 + 1)                       
 
𝑉 (𝑡 + 1) = 𝑤𝑉 (𝑡) +  𝑐 𝑟 𝑝 (𝑡) − 𝑋 (𝑡) +  𝑐 𝑟 𝑔 (𝑡) − 𝑋 (𝑡)                                    
                              
In the above equations, t is the iterative value.  c_1 and c_2 are acceleration coefficients, .  r_1 
and r_2 are random numbers, w is the inertia weight. The iteration is repeated till termination 
condition is met. 
Firefly is swarm intelligence algorithm (Yang et al 2008) based on the behavior of fireflies in 
naturally occurring environment. Fireflies exhibit unique light flashes for various purposes like 
mating, warning about potential danger etc. Fireflies operation is guided by two parameters: 
light intensity and level of attractiveness. Light intensity (I) is inversely proportional to the 
distance between the emitting and observing firefly (r). It is given as 
 

𝐼 =                                                          

 
 Level of attractiveness is proportional to the light intensity. It is calculated as 
 

𝛽(𝑟) =  𝛽  𝑒             
 
β_0 is the attractiveness at r=0 and γ is the light absorption coefficient.  Euclidean distance 
formula is used for calculating r.  
The movement of firefly (𝐹𝑋 ) governed by attraction from another firefly (𝐹𝑋 )    is calculated 

as 
 

𝐹𝑋 =𝐹𝑋  + 𝛽 𝑒 (𝐹𝑋  - 𝐹𝑋 )+𝛼𝜖          

In the above equation α is the randomization parameter and ϵ_i is a random number.  
Firefly algorithm has strong exploitation ability while PSO has great diversification ability. 
This by combining optimization algorithms with complement properties of strong exploitation 
and diversification, a near optimal solution can be obtained with a faster convergence rate. For 
this reason, PSO was hybridized with Firefly algorithm in this work. Once in fixed time 
interval, the process of determination of optimal cache size for each context is started. An M 
array of size K is created with each element in array is value between 0 and 1. The sum of all 
values in the array must be 1. The initial values of the array are filled with random numbers.. 
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Firefly algorithm starts with the M arrays and finds the initial solution. PSO takes this initial 
solution and finds the optimal solution. The optimal solution is array of K size with each of 
value between 0 and 1. The size of the cache to be allocated is calculated by multiplying the 
value for the context in the array by the total size of the cache.  
Once the size of the cache for each context is found, the FC is filled with entries using least 
recently used algorithm (LRU). For the files decided to be cached in the FC size, the 
corresponding metadata information is kept in the IC to speed up the access.  
   
RESULTS 
The performance of the proposed solution is tested against experimental setup consisting of 6 
nodes with 1 Namenode and 5 Data node. The configuration of each node is as follows 
  

Table 2 Node configuration 
Parameter Value 

CPU  2 core with 2.13 GHZ 

RAM 8 GB 

Disk 500 GB 

OS Ubuntu  

Hadoop version 2.9.1 

Number of replicas 3 

HDFS block size  512 MB 

 
Small text dataset of 100000,200000,300000 and 400000 files with file size from 1KB to 10 
MB is used for experimentation. The performance of the proposed solution is tested against 
Hadoop perfect file (HPF) [6], Hadoop archive system (HAR) and Map file system.  
The access performance of 100 different files spread across 5 different contexts is measured 
and the results are given in Figure 4.  
 

 
Figure 4 Comparison of access time 
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The access time in proposed solution is 27% lower compared to HPF, 62% lower compared to 
Map file and 135% lower compared to HAR. The access time has reduced in the proposed 
solution due to use of context based caching and context based merging in proposed solution. 
As result of context based caching, when file is retrieved, it related files by context in same 
block are also cached. This reduced the file access time for those relevant files. 
The application speedup was measured for K means clustering with K=4 and the results are 
given in Figure 5. 

 
Figure 5 Comparison of application speedup 

 
The application speedup in the proposed solution is atleast 39% higher compared to existing 
works. The application speedup for clustering has increased due to co-location of highly related 
files by context in nearby locations in the proposed solution. Due to this collocation, the 
distance computation operations in clustering have lower time complexity.  
The cache hit ratio is measured during the clustering operation and the results are given in 
Figure 6.  

 
Figure 6 Comparison of cache hit ratio 

The cache hit ratio in proposed solution is 7% higher compared to existing works. Organizing 
the cache based on context and size allocation using optimization function maximizing hit ratio 
has increased the cache hit ratio in the proposed solution.  
The Namenode’s memory consumption is measured and the result is given in Figure 7. 
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The Namenode memory consumption in proposed solution is slightly higher compared to HPF 
but it is significantly lower compared to HAR. The higher consumption compared to HPF is 
due to organization of blocks by contexts in proposed solution. This increases the number of 
blocks.  
    
CONCLUSION 
A context aware small file management scheme was proposed in this work. Context 
information was learnt on fly from small files and files were merged based on context. In 
addition, cache size were allocated to context based on multi criteria optimization. The 
proposed solution has increased the application speed up by atleast 39% and reduced the access 
delay by 27% compared to existing works. Extending the solution for streaming data is in the 
scope of the future work.  
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