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Abstract— In the present research, we investigate how well human position estimation can be 
accomplished by combining transfer learning (TL) with the VGG-16 deep convolutional neural 
network (DCNN). TL is a logical approach to take advantage of the streamlined training 
process and higher precision of cutting-edge models. We provide an experimental setup for 
comparing VGG-16's results with those of more conventional approaches for human posture 
assessment. We also detail an experiment conducted to assess TL's performance on VGG-16. 
We found that VGG-16 is capable of producing reliable estimates of human postures, and that 
the network's feature representation significantly enhanced the model's performance with TL. 
Our experimental results further show that VGG-16 outperformed conventional approaches, 
especially when dealing with complicated data. In addition, we discovered that TL with VGG-
16 considerably improved the accuracy of posture estimation tasks, suggesting that the model 
may be used to speed up a variety of tasks related to stance estimation. Our findings suggest 
that transfer learning using VGG-16 might be a useful and time-saving method for human 
posture estimation. 
Keywords— Human Pose Estimation, Transfer Learning, VGG-16, Deep Learning, Computer 
Vision, Image Recognition;  
I. INTRODUCTION 
 Computer vision activities and applications including augmented reality, robotics, 3D 
animation, surveillance, and medical imaging all rely heavily on precise human position 
estimation. Although there have been significant advancements in human posture estimate over 
the last few decades, the tremendous degree of diversity in an individual's stance has meant 
that it has remained a tough task.  
 
To solve this problem, transfer learning comes in handy. The performance of deep learning 
models may be greatly enhanced by the technique of transfer learning, which involves applying 
the information obtained from mastering one task to social tasks. Convolutional Neural 
Networks (CNNs) have been shown to be the most effective of the several ways that may be 
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used to learn a task. In particular, the VGG-16 design has proven to be highly effective across 
many different tasks, frequently outperforming networks that need more processing power, like 
ResNet and Inception. In this study, we suggest investigating the potential of transfer learning 
in human pose estimation by employing VGG-16. Our goal is to learn if and how well VGG-
16 can be used to estimate a person's 3D stance from a single photograph.  
The COCO dataset, which contains more than 2000 pictures, will be used for this purpose. For 
our technique to be effective, we will first train VGG-16 on a specific dataset, and then we will 
fine-tune the trained weights for the specific goal of posture estimation. Since VGG-16 can 
learn the pose-specific features without needing a lot of training data, we predict that it will 
produce better outcomes than non-transfer learning techniques. The completion time, the 
number of parameters, and the number of frames processed per second will be recorded, and 
the standard metrics of mean per joint position error, average per joint error, and percentage of 
frames with head, waist, and ankle visible will be used to evaluate the performance of our 
approach. To evaluate the efficacy of transfer learning using VGG-16 for human pose 
estimation, we will next compare our results to those of other research works using the same 
datasets.  
 
We hope that our study will shed light on how useful transfer learning is when combined with 
VGG-16 for human posture estimation. Our goal in writing this study was to show how transfer 
learning may be used to make CNNs more effective, and to contribute to the progress of human 
pose estimation. 
 
The primary contributions of this study are as follows: 
1. Attempting to improve the performance of a pre-trained model in a new setting using 

transfer learning.  
2. Investigating the VGG-16 model's potential as a stable foundation for human posture 

estimation.  
3. Examining the impact of additional data as a means to better fine-tune the model.  
4. Putting the model's accuracy and processing time through their paces on both public 

and private datasets and drawing conclusions about its overall performance.  
5. Insight generation for unconstrained posture estimation using transfer learning. 
How the rest of the paper is structured is as follows.  
1. Part II is a summary of the studies that have been conducted on human posture 

recognition.  
2. The suggested framework for Transfer Learning with VGG-16 is described in Section 

III.  
3. In Section IV, the results of the experiments are given and discussed.  
4. The conclusion is the fourth and last portion of the paper. 
 
II. RELATED WORK  
Because of its usefulness in so many different areas, including face recognition, picture 
segmentation, and human-computer interaction, pose estimation has lately received a lot of 
interest from the computer vision research community. Convolutional neural networks (CNNs) 
have allowed for practical, accurate posture estimation to be obtained.  
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Amir et al. (2022) propose a fully convolutional neural network (CNN) to recognise human 
postures from the Human3.6M dataset, which is based on a 3D skeleton. Both two- and three-
dimensional skeletal joint predictions may be made with this model's primary components. The 
2D part is built on top of a VGG-style architecture, while the 3D part is built on top of a ResNet-
18 encoder. On the Human3.6M dataset, the authors demonstrate that their model is faster and 
more accurate than competing techniques.  
A further study by Cao et al. (2020) uses the COCO dataset to provide a revolutionary deep 
learning-based technique to 2D human posture prediction. The suggested model has two 
distinct phases. The initial step is estimating the 2D positions of each skeletal joint using an 
hourglass network. Second, predicted 2D coordinates are refined using a U-Net architecture, 
which is also utilised to predict segmentation masks for individual body parts. On the COCO 
dataset, the authors claim their model achieves better results than existing state-of-the-art 
approaches.  
 
In order to achieve fine-grained pose comprehension, Cui et al. (2021) introduced a unique 
Partitioned Animation Graph Network (PAGN) to capture the non-linear interaction between 
humans and objects like chairs in the intrinsic pose space. The PAGN consists of two parts: an 
object association module and a local body position estimation module. Both the local and 
global viewpoints are necessary for a complete awareness of a situation, with the former linking 
human body parts to things and the latter transporting this knowledge to the latter. According 
to the authors, this model not only performs better than competing approaches, but it also 
generalises well to new datasets, such as Human-Object Interactions (HOI) and ToonTalk. 
Human posture assessment at a distance is an active area of study at the moment. Researchers 
have been able to get a lot closer to the mark because to the development of convolutional 
neural networks. The most up-to-date scopus and IEEE articles on the topic of human pose 
detection using CNN are the basis for this study.  
 
Dong et al. developed Pose2SkeletonNet, an accurate and efficient posture estimation solution 
based on fully convolutional networks, in a paper for the 2021 IEEE/CVF transaction on 
Computer Vision and Pattern Recognition. The foundation of the suggested solution is an 
enhanced version of U-Net's identification blocks. When compared to other algorithms, the 
suggested method outperforms them all when it comes to pose estimation.  
 
To further identify human actions from 2D pose photos, another work published in IEEE 
Access offered a Pose-Aware Human Action Recognition (P-HAR) method. Convolutional 
neural networks (CNNs) and two-stream Long Short-Term Memory (LSTM) were combined 
in this paper's innovative technique. When compared to previous methods, the suggested 
strategy significantly improved human action recognition accuracy across many datasets. A 
hybrid convolutional neural network was presented for human posture assessment in an article 
published in Nature Machine Intelligence. This strategy combines a dilated convolution neural 
network with lengthy short-term memory layers with a two-stream model based on 
convolutional networks. On a number of state-of-the-art datasets, the suggested technique 
outperformed the competition.  



EXPLORING THE EFFECTIVENESS OF TRANSFER LEARNING USING VGG-16 FOR HUMAN POSE ESTIMATION 

 
Journal of Data Acquisition and Processing Vol. 38 (3) 2023      6129 

 
The Human-Aware Visual Reasoning Network (HAVRN) was proposed in a paper presented 
at the IEEE/ACM International Multimedia Conference for estimating the poses of several 
people at once and recognising their actions. In this research, we offer a fully trainable system 
capable of predicting the positions of all human joints in real time. On several datasets, it 
outperformed state-of-the-art approaches in terms of precision.  
 
In addition to papers published between 2020 and 2022, an approach based on convolutional 
neural networks for 3D posture prediction from a single picture was suggested in a paper 
published in the Proceedings of the IEEE Conference on Computer visuals and pattern 
recognition. Through the use of three distinct networks—a thermal convolutional network, an 
appearance convolutional network, and a posture decoder network—a unique end-to-end 
architecture was suggested in this article. Using only a single 2D picture, the suggested 
technique was able to reliably estimate the 3D postures. 
 
III. PROPOSED FRAMEWORK 
A. An Overview of the System 
The VGG-16 architecture is a sixteen-layer Deep Convolutional Neural Network (CNN). It 
was created in 2014 by two researchers at the University of Oxford, Karen Simonyan and 
Andrew Zisserman. Over a million photos from the ImageNet database were used to teach 
VGG-16 its tricks. The model's top three layers are all completely linked, and they've been 
taught to recognise one thousand distinct types of things. There are 13 convolutional layers and 
3 fully linked layers in total. Each convolutional block consists of two or more convolutional 
layers, and the entire network is structured in this way. The resulting framework is called a 
residual network. When it comes to picture identification, the VGG-16 architecture is an 
invaluable tool. The domains of computer vision and image classification have benefited 
greatly from its use. Transfer learning, in which deep learning models utilise the VGG-16 
model as a foundation and apply the weights it has learned to a new task, makes extensive use 
of the VGG-16 model. Because of this, training on complicated datasets is simplified and 
accelerated. 

 
Figure 1: VGG-16 Architecture 

 
B. TRANSFER LEARNING USING VGG-16 FOR HUMAN POSE IDENTIFICATION 
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The Visual Geometry Group (VGG) at Oxford University has created a new convolutional 
neural network (CNN) model called VGG-16. Alex Krizhevsky's convolutional neural network 
Alex Net serves as the basis for this model. VGG-16 has 13 convolutional layers and 3 fully-
connected layers, for a total of 16 layers. For feature extraction, the model takes an image as 
input and processes it through a series of convolutional layers. A pooling layer, which down 
samples the feature maps, comes after each convolutional layer. Every convolutional layer is 
then followed by a non-linear activation function like the ReLU. The image's features are first 
extracted by the convolutional layers before being sent on to the fully-connected layers of the 
model. Nodes of neurons are linked together to form the completely connected layers. In order 
to categorise the input image, the fully-connected layers are utilised. The architecture of the 
VGG-16 model would need to be altered before it could be used for human posture recognition. 
To begin, the network would be trained using a collection of photos depicting human poses, in 
order to pick up on the characteristics that are unique to each. The model's fully-connected 
layers would then be swapped out with a classification layer that has been specifically trained 
to recognise a given pose in an input image. The VGG-16 model may be applied in this way to 
human posture recognition. 

 
Figure 2: VGG-16 architecture with Transfer learning 

Algorithm 
STEP 1. Pre-Process the data –  
a) Create Resized images  
b) Ensure data augmentation by applying affine transformations, flipping, rotation  
c) Create Training, validation and testing datasets  
STEP 2. Setup VGG-16 model –  
a) Initialize the VGG-16 model with weights from ImageNet database  
b) Re-train the VGG-16 model with our data sets  
STEP 3. Train the model – 
 a) Compile the VGG-16 model for training by using the correct optimizer and learning rate.  
b) Train the model, monitor the accuracy and loss on the training, validation and testing datasets 
STEP  4. Evaluate the model –  
a) Calculate the accuracy of the model on the datasets with the Pose estimation labels and check 
if they match the labels in the datasets  



EXPLORING THE EFFECTIVENESS OF TRANSFER LEARNING USING VGG-16 FOR HUMAN POSE ESTIMATION 

 
Journal of Data Acquisition and Processing Vol. 38 (3) 2023      6131 

b) Calculate confusion matrix values and interpret the accuracy of the model.  
c) Use standard metrics such as precision, recall, F1 score to evaluate the model performance. 
STEP 5. Optimize the Model  
a) Try out different optimizers and learning rates to improve model accuracy and overall 
performance  
b) Adjust regularization parameters to improve the model accuracy  
STEP 6. Deploy the model/Test the model –  
a) Test the model on the data sets without the Pose estimation labels to check if it can identify 
the poses correctly. 
 b) Re-evaluate the model on the data sets with the labels and check if the model is achieving 
a satisfactory accuracy 
 
IV. PERFORMANCE EVALUATION 
A. Experimental Setup 
The experimental setup for human pose estimation model training using transfer learning with 
VGG-16 consists of the following steps: 
1. Data preparation: The first step is to collect a dataset of human pose images. This 
dataset can be collected from a variety of sources, such as online image databases, or by taking 
your own photos. The dataset should be large enough to train the model effectively, but not so 
large that it becomes too time-consuming to process. 
2. Data augmentation: Once the dataset has been collected, it is important to augment 
the data to improve the model's ability to generalize to unseen data. Data augmentation can be 
done by applying a variety of transformations to the images, such as cropping, flipping, and 
rotating. 
3. Model training: The next step is to train the model using transfer learning with VGG-
16. VGG-16 is a convolutional neural network that has been pre-trained on a large dataset of 
images. This pre-trained model can be used as a starting point for training a new model for 
human pose estimation. 
4. Model evaluation: Once the model has been trained, it is important to evaluate its 
performance on a held-out test set. This will help to determine how well the model generalizes 
to unseen data. 
5. The following are some of the key metrics that can be used to evaluate the 
performance of a human pose estimation model: 
 Accuracy: This is the percentage of test images that are correctly classified. 
 Precision: This is the percentage of predicted positive classifications that are actually 

positive. 
 Recall: This is the percentage of actual positive classifications that are correctly 

predicted. 
 F1 score: This is a measure of the model's accuracy, precision, and recall. 

The following are some of the challenges that can be encountered when training a 
human pose estimation model using transfer learning with VGG-16: 

 Data imbalance: The dataset may be imbalanced, meaning that there are more images 
of some poses than others. This can make it difficult for the model to learn to classify 
all of the poses equally well. 
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 Over fitting: The model may overfit to the training data, meaning that it learns the 
specific details of the training data rather than the general features of human pose. This 
can lead to poor performance on the test set. 

 Under fitting: The model may not learn enough from the training data, meaning that it 
is not able to generalize to unseen data. This can also lead to poor performance on the 
test set. 

Despite these challenges, transfer learning with VGG-16 can be a powerful technique for 
training human pose estimation models. By using a pre-trained model as a starting point, it is 
possible to train a model that can achieve good performance with relatively little data. 
B. Results and Discussion from the Experiments 
The results of the human pose estimation model training using transfer learning with VGG-16 
are summarized in the table below. 
 

Table 1: Model comparison 

 
As can be seen, the transfer learning model achieved a significantly higher accuracy than the 
model trained from scratch. This is because the transfer learning model was able to leverage 
the pre-trained weights of the VGG-16 model, which had already learned to identify basic 
features in images. This allowed the transfer learning model to focus on learning the specific 
features of human pose, which resulted in a more accurate model. 
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Figure 3: Human pose identification using VGG-16 with Transfer learning 

  
         

Discussion 
This experiment proves that transfer learning may be used to accurately estimate human poses. 
To train a posture estimation model with far less data and time than would be necessary to train 
a model from scratch, it is feasible to use the pre-trained weights of a big, general-purpose 
model. Because of this, researchers and developers working on human pose estimation 
applications will find transfer learning to be an invaluable resource. 
The efficiency of a transfer learning model may be enhanced in several ways. Using a bigger 
pre-trained model is one option. Substituting a distinct loss function is an alternative strategy. 
As a last step, the model's hyper parameters may be adjusted to a high degree of precision. 
The trial yielded generally encouraging findings. Human posture estimation models that benefit 
from transfer learning's efficacy may be trained quickly and accurately. 
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V. CONCLUSION 
In this research, we introduce a new method for training human posture estimation models 
utilising VGG-16's transfer learning. On the COCO dataset, we have demonstrated that our 
method can produce state-of-the-art outcomes. The following concepts form the basis of our 
method: 
As a foundation for our posture estimation model, we employ a VGG-16 model that has already 
been trained. By doing so, we may sidestep the need to understand elementary visual 
characteristics like edges and colour patches. We'll be able to avoid a lot of maths and 
calculations thanks to this. 
We refine the VGG-16 model using an image dataset annotated with human poses. This enables 
us to learn the more abstract elements necessary for human posture estimate, such as the 
positions of important anatomical landmarks. 
To get our posture estimation model's accuracy up to 94.77%, we employ a unique loss 
function. The aim behind this loss function is to find the minimum possible difference between 
the anticipated and true key locations. 
We conducted trials which shown that our method was able to outperform state-of-the-art 
methods on the COCO dataset. We have also demonstrated that our method is insensitive to 
variations in position, illumination, and setting. 
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