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Abstract. Because there are no symptoms, it might be challenging to detect chronic kidney 
disease (CKD) in its early stages. The development and validation of a predictive model for 
the prognosis of chronic renal disease is the aim of the proposed study. In order to diagnose 
and categorize diseases, machine learning algorithms are frequently utilized in medicine. 
Medical records are frequently inaccurate. Using a dataset on chronic kidney disease from the 
UCI Machine Learning Repository, we applied four machine learning classifiers for analysis: 
Logistic Regression (LR), Decision Tree (DT), Histogram Boosting Gradient (SHGB), and 
Support Vector Machine (SVM), using a total of 25 features. The machine learning classifiers 
were trained using the clusters of the dataset for chronic renal disease. The Kidney Disease 
Collection is then compiled using non-linear features and categories. The SHGB produces the 
best results, with an accuracy of 91%. 
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1 Introduction 

Researchers in engineering and medicine are working to create machine learning models and 
algorithms that can detect chronic kidney disease at an early stage. The issue is that the size 
and complexity of the data produced by the healthcare sector make data analysis challenging. 
However, by applying data mining technologies, we can transform this data into a format that 
can then be used by machine learning algorithms. 
The severity of kidney disease can be determined using a combination of the estimated 
glomerular filtration rate (GFR), age, diet, pre-existing medical conditions, and albuminuria, 
but more precise knowledge of the risk to the kidney is needed for making clinical selections 
about diagnosis, treatment, and referral [1]. 
 
The development and validation of predictive models for chronic renal disease is the goal of 
this model. The major objective is to determine whether renal failure necessitates kidney 
dialysis or a kidney transplant in the first place [2]. 
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These models also instruct the patient on how to lead a healthy lifestyle and assist the doctor 
in determining the likelihood and seriousness of the condition as well as the best course of 
action for the treatment going forward. Using ANN and mining techniques, it may be feasible 
to spot trends in data collection, and the incidence of specific diseases that could be harmful in 
the future may be anticipated [3]. 
The suggested model's goal is to forecast whether the patient will experience or grow chronic 
kidney failure in the future if their current lifestyle is maintained. The doctor can use this 
information to establish whether the kidney disease is using eGFR (glomerular filtration rate), 
which aids in therapy planning. The estimated glomerular filtration rate (eGFR) gauges kidney 
health and determines the severity of renal disease [4]. 
The kidney's primary job is to filter the body's blood. Renal disease is a silent killer because 
renal failure can occur without any warning signs or symptoms. The definition of chronic renal 
disease is a deterioration in kidney function over months or years. Diabetes and high blood 
pressure are common contributors to kidney damage. Globally, chronic kidney disease is a 
serious health issue that affects many people. People who can't afford therapy for chronic renal 
disease may suffer catastrophic effects if they don't receive it. The most accurate test to assess 
kidney function and the severity of chronic kidney disease is the glomerular filtration rate 
(GFR). It can be calculated using the blood creatinine level, as well as other factors including 
age, gender, and other details. Most of the time, becoming sick sooner is preferable. As a result, 
significant sickness can be avoided [5]. 
In particular, models that are suggested to predict renal disease involve data mining techniques. 
More data beyond the current model for chronic renal disease can be added to the database. 
That is, the prediction's accuracy can be improved by adding more data collected from people 
with chronic renal disease (albeit the data must be accurate). Additionally, with the aid of 
specialists, research can be conducted to discover additional features that contribute to chronic 
kidney disease, and these features can then be added as attributes to the fabric paper to improve 
the prediction's accuracy. The following is the design process: The data are first categorized as 
CKD or NOT_CKD using the best algorithm, and then the classification is finalized. If the 
categorization is chronic renal disease, the eGFR value will be calculated using the CKD_EPI 
equation. With this eGFR measurement, we can determine the patient's current condition. 

2 Literature Survey 

Kidney disease is also known as nephropathy or kidney damage. People who have renal 
disease experience kidney failure, which, if untreated, can result in kidney failure. According 
to the National Renal Foundation, 10% of the world's population has chronic renal disease, and 
due to insufficient medical care, millions of people pass away every year. Countries that are 
unable to manage renal disease testing may find promise in recent developments in ML and 
DL-based testing for kidney disease. 
Using classifier techniques including Gaussian NB, Bernoulli NB, and Random Forest, 
Bemando et al. studied the association between blood-related disorders and their 
characteristics. These three algorithms provide statistical findings in a variety of ways by 
anticipating them. In this experiment, we found that the estimated accuracy of the Nave Bayes 
algorithm was higher than that of other methods [6]. 
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In the sphere of medicine, Kumar and Polepaka developed a method for sickness forecasting. 
They used CNN, Random Forest, and other machine learning techniques. These algorithms 
produce higher classification, recall, precision, and F1-score results for sickness datasets. In 
this experiment, Random Forest performed statistically and accurately better than other 
algorithms [7]. 
A method for forecasting medically connected illnesses was developed by Sing et al. They used 
a support vector machine classifier for better prediction. The accuracy was between 73 and 91 
percent; eventually, the author increased accuracy to 91 percent [8]. 
In the field of medicine, Desai et al. developed a method for sickness prediction. In this study, 
the author used back-propagation NN and LR classification methods. These two approaches 
produce different results, with logistic regression and statistical analysis producing a more 
precise model than previous techniques [9]. 
A database for medical illnesses linked to ECG arrhythmias was made by Patil et al. The 
authors used Cuckoo search-optimized neural networks and support vector machines on a 
dataset of diseases, and support vector machine estimated 94.44 percent improved accuracy 
[10]. 
Liu et al. used a dataset of observed illnesses for statistical analysis. Using machine learning 
techniques like support vector machines, they predicted superior results for specificity, 
sensitivity, positive value for prediction, and negative predictive value [11]. 
Acharya et al. reviewed the medical related illness dataset in order to improve statistical 
analysis results. They applied algorithms based on machine learning to the ECG dataset and 
used a variety of machine learning techniques, including CNN, to achieve a classification 
accuracy of 94% [12]. 
An approach to statistical analysis was developed by Wasle et al. 
The authors used a range of machine learning techniques to analyze the dataset for chronic 
kidney disease. To improve prediction, they applied Nave Bayes, Decision Trees, and Random 
Forest, and they found that Random Forest computed classification accuracy that was higher 
than the other algorithms [13]. 
Nithya et al. created an approach for categorizing and cluster-based analysis using the dataset 
for kidney illness. The authors applied the K-Means clustering method to various collections 
of photos to gather the images that were most similar to one another. The classification 
accuracy was calculated at 99.61 percent utilizing Artificial Neural Networks for Kidney 
Disease Image Prediction [14]. 
In order to analyze datasets for chronic kidney disease, Al Imran et al. looked at the usage of 
machine learning techniques. The authors used Logistic Regression and Feed Forward Neural 
Network to get superior outcomes for statistical evaluations such as F1-score, Precision, Recall, 
and AUC than previous techniques [15]. 
Using a dataset, Navaneeth and Suchetha developed a technique for forecasting chronic renal 
illness. They used machine learning techniques like SVM and CNN. 
Greater accuracy, sensitivity, and specificity findings were predicted by the authors [16]. 
The dataset for chronic renal disease was used by Brunetti et al. For the illness dataset, authors 
employed CNN machine learning and calculated 95% classification accuracy [17]. 



EFFECTIVE DETECTION OF CHRONIC KIDNEY DISEASE USING MACHINE LEARNING TECHNIQUES 

 
Journal of Data Acquisition and Processing Vol. 38 (3) 2023      632 

 

3 Methodology 

The dataset for chronic renal illness was obtained from the UCI machine learning repository, 
and three machine learning classifiers—logistic regression, decision trees, and support vector 
machines—were applied. 80% of the training data and 20% of the testing data were used to 
train and test the generated model. The approach of tenfold cross validation is used to train the 
classifiers. We employed the bagging ensemble approach to enhance the performance of the 
created model after analyzing all three machine learning classifiers, and the final outcomes 
were assessed. Fig. 1 provided a description of the suggested methodology. 
 

 

Fig. 1. Proposed model 

Data Description 
 
The UCI machine learning repository provided the database for this work. The dataset contains 
400 instances (250 CKD and 150 NOT_CKD). There are 14 category attributes and 11 non-
categorical attributes listed in Table 1 [18]. Table 1 displays the categorical and non-categorical 
characteristics of chronic kidney disease with null counting values and data types as attribute 
values. There are 400 occurrences and 25 (both category and non_categorical) attributes in total 
for chronic renal disease. From the UCI machine learning repository, information on chronic 
kidney disease is collected in the form of an electronic medical record. The target variable has 
the values "1" and "0". The "1" represents normal circumstances, while the "0" represents 
illness [19]. 
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Table 2. CKD dataset with categorical and non-categorical attributes 

 
 
Machine Learning Classifiers 
Logistic Regression Classifier 
Pierre François Verhulst created the logistic function, which was formerly known as the 
"Logistic," as a model of population expansion in the decades between the 1830s and 1840s. 
On the creation of this function, numerous researchers afterwards worked. Cox and Theil 
published the first versions of the multinomial "logit" model in 1966 and 1969. The 
multinomial function logit was associated with discrete choice theory by Daniel McFadden, 
who demonstrated how it originated from the presumption of relative preferences for irrelevant 
options being independent. The novel logistic regression idea was theoretically established by 
this. In many fields, including machine learning, medicine, and social sciences, logistic 
regression is helpful. A system or model's success or failure can be predicted using this 
technique, which is very useful in engineering [20]. Here is a quick explanation of logistic 
regression: 
A linear regression predicts values outside the range of (0 to 1), but a logistic regression only 
predicts the likelihood in two values. 
The mathematical formulation of logistic regression is shown below: 

 
 
Decision Tree Classifier 
J. R. Quinlan of the University of Sydney developed the decision tree, a supervised learning-
based predictive modelling tool, and he wrote about it in his book Machine Learning. This tool 
utilizes the multivariate analysis method, which can be used to predict, clarify, characterize, 
and categorize the outcome. 
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The dataset is divided based on various circumstances, describing cases with more than one 
cause and explaining the condition in light of many impacts. The decision-tree-generating 
Iterative Dichotomize version 3 (ID3) algorithms were developed by Quinlan. On the basis of 
ID3, he then broadened his research and developed C4.5, an enhancement of ID3. C5.0 under 
GPL [21] is a feature-rich and improved version of C4.5, which is offered for sale by Quinlan. 
Following a top-down method that incorporates data segmentation, a decision tree is produced 
from the root. The formula shown below is used to calculate entropy and the Gini index. 

 

 
For the creation of decision trees, numerous algorithms are utilized. 

1. Classification and Regression Tree (CART) 
2. ID3 
3. CHAID 
4. ID4.5 

 
Support Vector Machine Classifier 
Support Vector Machine Regression and classification are two uses for the supervised learning 
tool known as a classifier. The main principle of how SVM functions is that it is a binary 
classification method that divides the data points to discover a hyperplane in the case of 
numerous alternative inputs. In the case of high dimensional spaces, it functions well and 
effectively handles the outliers. Classification is carried out using decision functions, 
commonly referred to as support vectors. For classification, at least four different types of 
kernels are employed: linear SVC, linear SVC with RBF kernel, and polynomial SVC [22]. 
The classifier algorithm is mathematically represented as follows. 

 

4 Results and Discussion 

The logistic regression classifier is utilized initially, followed by the decision tree classifier, 
and finally the support vector machine classifier in the current paper's use of machine learning 
classifiers. The technique section above describes each of these classifiers in detail. 

A confusion matrix is a table-like structure used to explain or assess a classifier's 
performance. On a dataset for which the true values are already known, this performance 
description is carried out. Despite the fact that the concepts in the matrix may seem perplexing, 
the confusion matrix is typically regarded to be straightforward and simple to comprehend [25]. 
The confusion matrix's terms are defined below. 

 True Negative (TN): the case unendingly was projected to be negative. 

 True Positive (TP): the case was positive and should be positive. 

 FN (False Negative): the case was positive, but the outcome was projected to be negative. 
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 False Positive (FP): the case was negative, at this point, it was expected to be positive. 

Many different constituent variable parameters are needed to build a classification report; these 
parameters are used to display the values of the parameters used to calculate an accuracy score. 
Using the formula shown in the table below, recall value—also known as hit rate, True Positive 
Rate (TPR), or sensitivity—can be calculated. Selectivity, also known as specificity or True 
Negative Rate (TNR), is calculated using the formula shown in the table below. Precision, also 
known as positive predictive value (PPV), is calculated using the formula shown in the table 
below. F1-score, also known as the balance f-score or classic f-measure, is actually the 
harmonic mean of sensitivity and precision [32–34]. Using the formula shown in Table 2 
below, precision is computed. Table 3 provides a full summary of the outcomes from the base 
classifiers. 
 
Table 2. Table of the Confusion Matrix metric formulas 
 

 
The confusion matrix reveals not just a predictive model's performance, but also which classes 
are successfully predicted, which are incorrectly forecasted, and what types of errors are being 
made. 

 
 
Fig. 2. Classification report from experiment with accuracy for SHGB 
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At the point when we utilize the term precision, we typically suggest exactness. The quantity 
of right expectations partitioned by the all-out number of information tests is the proportion. 
We considered the precision of each of the four calculations in this estimation are displayed in 
Fig. 3. 

 
Fig. 3. Accuracy Chart of Machine learning algorithms 
 
In the wake of ascertaining the presentation of proposed models and looking at them all, the 
best classifier to anticipate Chronic Disease was picked. As per the exploratory information, 
the SHGB strategy has the greatest exactness of 95%, contrasted with 92%, 91% and 94 percent 
for the DT, LR and SVM calculations, individually. The outcomes are displayed in Fig. 4. 
 

 
 
Fig. 4. Accuracy Table of Machine learning algorithms 

5 Conclusion 

We used data on chronic renal disease from the UCI machine learning repository for this 
study. To evaluate the effectiveness of the prediction model, we created a set of three machine 
learning classifiers: Logistic Regression, Decision Tree, Histogram Boosting Gradient (SHGB) 
and Support Vector Machine. The sensitivity, precision, recall, f1-score, support, confusion 
matrix, and other performance matrices are some of the factors that affect how well a model 
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performs. Categorical and non-categorical variables from the chronic kidney disease dataset 
were used to train the created chronic kidney disease prediction model. Following the 
application of the base classifiers, we discover that the Histogram Boosting Gradient (SHGB) 
classifier produced higher results in terms of Accuracy, Precision, Recall, and F-score, with 
values of 91%, 0.93, 0.94, and 0.91, respectively. In comparison to logistic regression, decision 
tree and support vector machines, the Histogram Boosting Gradient (SHGB) classifier 
performs better. This can aid both patients and medical professionals in the early detection of 
chronic kidney disease, potentially saving lives. In the future, the model can be improved by 
using feature selection techniques to boost forecast accuracy. 
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