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Abstract—Data mining combined with security and privacy is known as Privacy-Preserving 
Data Mining (PPDM). In this setting, multiple data owners are aggregating their data with 
unknown parties for utilizing the combined knowledge based on data intelligence techniques. 
The PPDM outcomes are sensitive against different factors like dimensions and sanitization 
techniques. In this paper, we aimed to investigate the performance influence of PPDM 
classifiers due to data dimensions and sanitization techniques. In this context, first, a public 
dataset KDD CUP is obtained. Additionally, the dimensionality reduction techniques such as 
PCA (Principle component analysis), KPCA (kernel principle analysis), and CRC (correlation 
coefficient) are applied for the observing the impact of dimensions in PPDM systems. 
Additionally, noise based data sanitization technique is investigated for investigating the 
impact of noise on PPDM systems. Further random noise, is used to sanitize the data. But, the 
categorical data can not be utilized with random noise. Therefore, we extended random noise 
algorithm as controlled noise algorithm. The controlled random noise algorithm is producing a 
new sanitized dataset without disturbing the data utility. The newly generated datasets are 
trained with two supervised learning algorithms, i.e. C4.5 and CART. 
The experiments on five public UCI datasets are performed. The results prove that the accuracy 
of classifier is highly influencing with classical random noise. Beside that, the proposed 
controlled noise-based technique has low impact on classifier’s accuracy, because less 
statistical difference between original and controlled noise-based sanitized data. In addition, 
the controlled noise may expensive in terms of time and memory utilization due to 
moditification of data. 
Keywords—PPDM, Effect of Data Dimension, Effect of Data Sanitization, Random Noise, 
Noise Inclusion Algorithm. 
 Introduction 
With the aim of analyzing data for recovering usful patterns to understand and distinguish data 
is known as data mining. This technology is used to classify a large amount of data or predicting 
the relevant values. Data mining generally used on centralized databases [1]. Some of the time, 
for making next level of decisions, the DM requires deligated information, but without security 
and privacy it is not feasible. In such scenarios we need a technique known as Privacy-
Preserving Data Mining (PPDM) [2]. Essentially, PPDM is used where multi-parties are 
sharing information. However, nobody consented to disclose information to another [3]. 
However, PPDM stages are influencing with different issues and challenges [4]. Among them 
two factors significantly influence the PPDM methodologies. 
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Data dimension [5] 
Data sanitization [6] 
This paper study the PPDM and discusses the effect of data sanitization and 
dimension.Therefore, the following work is highlighted in this paper: 
 Perform an experimental comparative study among three popular dimensionality 
reduction techniques principal component analysis (PCA), kernel principal component analysis 
(KPCA), and correlation coefficient (CRC). The aim of this study is simulate how the 
dimensions of data can influence the PPDM methods performance in terms of effiency and 
classification accuracy. 
 Performing the experimental study for classifying the data based on original dataset, 
traditional random noise based, and modified random noise based data sanitization techniques. 
The aim is to study the influence of data sanitization process in PPDM modeling. Additionally, 
introduce a new noise inclusion technique, which make balance between the security and data 
utility.  
The paper will be useful for identifying the best approaches to select during the PPDM system 
design. The paper expected to deliver a highlight to deal with the issues of PPDM in terms of 
performance i.e. efficiency and learning correctness. This section is a general idea of the work 
involved in this paper. Next, section includes the investigations conducted in this paper. The 
section II discuss the performance impact based on dimensionality of the data and section III 
provides the details about how the data sanitization technique will effect on the PPDM 
modeling. Additionally a modified random noise inclusion technique is also described. Finally 
the results are measured and the conclusion of the study has been discussed. 
Effect of dimensions  
In Data mining the dimensionality reduction techniques are used to select most appropriate 
features for classification task [12]. Figure 1 shows a model to demonstrate the effect of 
dimensionality reduction on data mining performance. In this model we need a dataset for 
simulation, here we considered two popular and publically available high-dimension 
experimental datasets i.e. VAN [14] and KDD CUP 99's [13] dataset. Additionally three 
dimensionality reduction alsogorithms i.e. PCA, CRC and K-PCA is used to measure influence. 
The dataset is divided into training sample (70%)  and test samples(30%) [15]. Further for 
performing training and testing we have considered the K-nearest neighbor (k-NN) classifier. 
The Euclidean distance is used to differentiate between two classes [16]. That can be given as: 

𝐷(𝑀, 𝑁) = ඩ෍(𝑀௜ − 𝑁௜)ଶ

௡

௜ୀଵ

                       (8) 

Where, distance D(M,N) between vectors M and N, and n is sample size.  
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Figure 1 Model for Measering Effect of Dimensions 

The classification of test samples are performed and for performing training and testing of 
KNN table 1 contains the steps: 

Table 1 Process to Perform Training and Test 

Input: Dataset 𝐷, Algorithm List 𝐿ଶ = {𝐿଴, 𝐿ଵ, 𝐿ଶ}, Number of features U 

Output: C predicted classes  

Steps: 

1. 𝐷௡ = 𝑟𝑒𝑎𝑑𝐷𝑎𝑡𝑎𝑠𝑒𝑡(𝐷) 
2. 𝑆𝐴 = 𝐿ଶ. 𝑆𝑒𝑙𝑒𝑐𝑡𝐴𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚(𝑈) 
3. 𝐹௠ = 𝑆𝐴. 𝑅𝑒𝑑𝑢𝑐𝑒𝐷𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛(𝐷௡) 
4. [𝑇𝑟𝑎𝑖𝑛, 𝑇𝑒𝑠𝑡] = 𝐹௠. 𝑆𝑝𝑙𝑖𝑡(70,30) 
5. 𝑓𝑜𝑟(𝑗 = 1; 𝑗 ≤ 𝑇𝑒𝑠𝑡. 𝐿𝑒𝑛𝑔ℎ𝑡; 𝑗 + +) 

a. 𝐶 = 𝐾𝑁𝑁. 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑦൫𝑇𝑒𝑠𝑡௝൯ 
6. 𝑒𝑛𝑑 𝑓𝑜𝑟 
7. Return C 

The influence on efficiency is measured based on memory uses and training time. The time 
taken to train the model using the given examples [17] is known as training time. The training 
time after transforming data using different dimensionality reductioon technques is shown 
figure 2(a) in millisecond (MS). According to the outcomes, PCA is costly compared to KPCA 
and CRC. Moreover, KPCA and CRRC is less expensive in execution, yet the CRC shows 
superior performance. 
The amount of assigned main memory utilized for executing the process is known as memory 
usages or space complexity. It is given in figure 2(b) and measured in KB (kilobytes). The 
results shows PCA and CRC are expensive as compare to KPCA. Next matrix is accuracy, 
which is here measured to validate the data utility. The accuracy of the classifiers after applying 
dimensionality reduction algorithms is given in figure 2(c). According to results, CRC is high 
accurate as compared to KPCA and PCA. The utility is also measured in error rate, which is 
given in figure 2(d). According to this comparision PCA has low accuracy. 
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Figure 2 Effect of Dimensions on Classifier Performance in Terms of (a) Training Time (b) 
Memory Usage (c) Accuracy and (d) Error Rate 
This part shows the performance influence of dimensionality reduction in classification 
performance. Thus, three popular algorithms are compared. Based on examinations, the CRC 
based method is proficient and exact. Next the problem of higher data utility is the main point 
of interest [18]. The required investigation for influence of data utility is described in next 
section. 
EFFECT OF Noise 
The preprocessing is one of the essential step of the ML based technologies. Using 
preprocessing we reduce the unwated data and noise. The aim is to improve the data quality 
and make clean by which the learning algorithms can effectively train on the data [19]. But in 
PPDM applications we utilize the noise to sanitize sensitive and private information. In this 
context, the unregulated noise level can harm the data utility [20]. Therefore, it is required to 
investigate the effects of data sanitization on the data utility. This paper aimed to explore the 
data sanitization approaches and their influence on classifier’s performance under PPDM 
settings. 
Data sanitization teechniques   
Some essential and frequently adopted data sanitization techniques are discussed in table 3 
[22]. Table also discuss ttthe advantages and limitations of the sanitization approaches. 
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Table 3 Techniques of data sanitization 

The table, first, include Perturbation-based PPDM, which is appropriate for both cenralizeed 
and distributed databases. In this method, new dataset is prepared by original data modification 
using two methodologies disfigurement and likelihood. Next is Condensation or Aggregation, 
which is appropriate for a centralized databases. The data is grouped based on application 
requirements. Then grouped data is used to produce sanitized data by using the patterns of 
groups. Suppression-based sanitization utilized for statistical calculation, which is appropriate 
for centralized databases. Here, sensitive attributes are removed before the information 
discloser. Next is Anonymization based sanitization, which is used with centralized databases. 
This technique is useful to preserve the individual’s data, it utilizes generalization and 
suppression. Cryptography based sanitization is a popular method and frequently used with 
centralized databases. It is used when different parties are working together to figure out 
conclusions based on their own part of data, without considering third party data. The swapping 
is a popular technique of data sanitization and appropriate for distributed as well as centralized 
databases. This method keeps the original values in the database. Additionally, few new values 
are used to replace old values. Randomization is also a frequently used sanitization method for 
distributed and centralized databases. The information is randomized to include noise during 
sanitization. 
Applying data sanitization  
Among different data sanitization technique the randomization is a frequently used and 
powerful approach. Nevertheless, the randomization is only successful for the neumerical data. 
Hence, an improved version of random noise is set up to sanitize data. Moreover, a data-mining 
model is used to discover the effect on learning performance. The required model for this task 
is shown in figure 3.  

Technique  Advantages  Disadvantages  
Perturbation  Efficient, Simple, Accurate, preserves 

statistical feature, Treated  Attributes 
Individually  

Data loss in multiple dimensions, Modified 
techniques Required  

Condensation or 
Aggregation  

Save statistical features, support 
modified data, improve security 

Data loss due to larger number of grouped  records, 
data mining results affected 

Suppression  Private data is completely hidden, secure 
against intruders 

Data loss, Results of data mining is affected 

Anonymization  Save individuals identity High data loss, Less secure against linking attacks  
Cryptography Multiple parties support, offers tools for 

cryptographic algorithms  
Large number of parties are not supported, less 
secure output, Less security  

Swapping Difficult to recover data, originality 
improved 

Time taking, low strength against diversity attack  

Randomization  Efficient, Simple, Not needed prior data   Treats all data equally, Data is not recoverable 
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Figure 3 Noisy data Classifier 

The dataset is obtained from UCI archive [23]. The used datasets are Iris (Numeric), Forest 
(Numeric), Auto-mpg11 (Numeric), Heart (Numeric) and Forest Fires (Mix). The mixed 
dataset contains Numeric and categorical attributes. Next, we have to prepare sanitized dataset 
by including noise on original dataset. Three type of datasets are used as given in figure 3. In 
this diagram no noise indicate the original dataset, random noise indicate traditional 
randomization based sanitization. In this method random values generated between a range of 
values, which is used to replace original values. But it cannot modify categorical values. 
Therefore, a modified version of random noise is introduced to modify the categorical data 
also. The noise inclusion process of the proposed randomization algorithm is shown in table 4 
and table 5. The estimation of required noise level for the dataset is given in table 4, and table 
5 provides the noise inclusion. 
Table 4 Noise Factor Computation 

Input: Dataset D 

Output: noisy to be add 𝜉 

Process: 

1. [𝑟𝑜𝑤, 𝑐𝑜𝑙] = 𝑟𝑒𝑎𝑑𝐷𝑎𝑡𝑎𝑠𝑒𝑡(𝐷) 
2. 𝑉𝑎𝑟 = 0 
3. 𝑓𝑜𝑟(𝑖 = 1; 𝑖 ≤ 𝑐𝑜𝑙; 𝑖 + +) 

a. 𝑖𝑓 (𝐷௜. 𝑖𝑠𝑁𝑒𝑢𝑚𝑒𝑟𝑖𝑐 == 𝑡𝑟𝑢𝑒) 

i. 𝜇 =
ଵ

௥௢௪
∑ 𝐷(𝑗, 𝑖)௥௢௪

௝ୀଵ  

ii. 𝜎ଶ =
ଵ

௥௢௪
∑ (𝐷(𝑗, 𝑖) − 𝜇)ଶ௥௢௪

௝ୀଵ  

b. 𝑒𝑙𝑠𝑒 

i. 𝜇 =
ଵ

௥௢௪
∑ 𝐷(𝑗, 𝑖). 𝑙𝑒𝑛𝑔𝑡ℎ௥௢௪

௝ୀଵ  

ii. 𝜎ଶ =
ଵ

௥௢௪
∑ (𝐷(𝑗, 𝑖). 𝐿𝑒𝑛𝑔𝑡ℎ − 𝜇)ଶ௥௢௪

௝ୀଵ  

c. End if 
d. 𝑣𝑎𝑟 = 𝑣𝑎𝑟 + 𝜎ଶ 

4. 𝐸𝑛𝑑 𝑓𝑜𝑟 
5. 𝜉 =

௩௔௥

௖௢௟
 

6. 𝑟𝑒𝑡𝑢𝑟𝑛 𝜉 
Table 5 shows the process to compute the noise level which is suitable to use. First, the number 
of instances (rows) and number of attributes (columns) are calculated. Then, for all the 
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attributes, we check whether a column is numeric or categorical. The mean value μ is calculated 
for numerical attributes. Using μ, we calculate the variance σ^2  of the attribute. Next, for the 
case of categorical attributes, the value’s length is used for mean μ and variance σ^2 computing. 
After that, the error factor is computed: 

𝜉 =
𝜎

𝐴௜
 

Where σ is the combination of all attribute’s varience, number of attributes A_i, and ξ noise to 
add. 
The original dataset values are altered based on ξ. The steps to include noise is given in table 
5. All the dataset values are treated individually, and a new dataset is prepared by manipulation 
of the original dataset. This method make use of noise factor ξ and dataset D.  

Table 5 Noise Add-on Algorithm 
Input: noise component ξ, Dataset D 

Output: Sanitized dataset N 

Steps: 

1. [𝑟𝑜𝑤, 𝑐𝑜𝑙] = 𝑟𝑒𝑎𝑑𝐷𝑎𝑡𝑎𝑠𝑒𝑡(𝐷) 
2. 𝑓𝑜𝑟(𝑖 = 1; 𝑖 ≤ 𝑐𝑜𝑙; 𝑖 + +) 

a. 𝑖𝑓  (𝐷௜ . 𝑖𝑠𝑁𝑒𝑢𝑚𝑒𝑟𝑖𝑐 == 𝑡𝑟𝑢𝑒) 
i. 𝑚𝑖𝑛 = 𝑔𝑒𝑡𝑀𝑖𝑛(𝐷௜) 

ii. 𝑚𝑎𝑥 = 𝑔𝑒𝑡𝑀𝑎𝑥(𝐷௜) 
iii. 𝑓𝑜𝑟(𝑗 = 1; 𝑗 ≤ 𝑟𝑜𝑤; 𝑗 + +) 

1. 𝑁𝑜𝑟𝑚 =
஽(௝,௜)ି௠௜௡

௠௔௫ି௠௜௡
 

2. 𝑁𝑒𝑤𝐷(𝑗, 𝑖) = 𝑁𝑜𝑟𝑚 ∗ 𝜉 
iv. 𝑒𝑛𝑑 𝑓𝑜𝑟 

b. Else 
i. 𝑓𝑜𝑟(𝑗 = 1; 𝑗 ≤ 𝑟𝑜𝑤; 𝑗 + +) 

1. 𝑁𝑒𝑤𝐷(𝑗. 𝑖) = 𝑅𝑎𝑛𝑑𝑜𝑚𝑖𝑧𝑒(𝐷(𝑗, 𝑖), 𝜉) 
ii. 𝑒𝑛𝑑 𝑓𝑜𝑟 

c. End if 
d. 𝑁. 𝐴𝑑𝑑(𝑁𝑒𝑤𝐷௜) 

3. End for 
4. Return N 

Then min-max normalization is used [24] as: 

𝐴ே =
𝐴 − 𝐴௠௜௡

𝐴௠௔௫ − 𝐴௠௜௡
 

The normalized data is used with the noise factor ξ to compute the multiplicative noisy value. 
The original dataset value are replaced with noisy values. For manipulating the categorical 
values table 6 provide an algorithm. 

Table 6 Algorithm for Manipulating Categorical Attribute 
Input: String S, Noise factor 𝜉, Character Array 𝐶 =  {𝑎, … 𝑧, & 0, … ,9} 

Output: Randomize String R 

Process: 

1. 𝑆𝐶௡ = 𝑆𝑡𝑟𝑖𝑛𝑔2𝐶ℎ𝑎𝑟𝐴𝑟𝑟𝑎𝑦(𝑆) 
2. 𝑓𝑜𝑟(𝑖 = 0; 𝑖 ≤ 𝑛; 𝑖 + +) 

a. 𝑁𝑒𝑤𝐼𝑛𝑑𝑒𝑥 = 𝑖 + 𝜉 
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b. |𝐷𝑖𝑓𝑓| = (𝑁𝑒𝑤𝐼𝑛𝑑𝑒𝑥)𝑚𝑜𝑑(36) 
c. 𝑅. 𝐴𝑑𝑑(𝑆𝐶௜. 𝑟𝑒𝑝𝑙𝑎𝑐𝑒(𝐶஽௜௙௙)) 

3. End for 
4. Return R 

The generated noisy dataset is further used with two rule-based classification methods, namely 
CART [25] and C4.5 [26]. These models are used to identify the performance influence or data 
utility. Next section discusses the experimental performance of the proposed random noise 
inclusion technique.  
Results analysis 
The main aim is to analyze the effect of dataset sanitization method in the classifier’s 
performance. In this context, first the accuracy of the classifier’s has been measured to identify 
the utility of sanitized data. Figure 4 contains accuracy and figure 5 shows the error rate. 
Correctness of classifier is measureable in  error rate and accuracy. The random noise, 
controlled noise and original datasets are used for experimentatioons. The classifiers CART 
and C4.5 is used for data classification. The bar graph as a performance indicator is given for 
the experimental results. Five datasets are used among four datasets has numerical values, and 
one of them has mix values. The mixed dataset is not suitable to use with traditional random 
noise.  Finally, based on the results in terms of accuracy and error rate, we found the controlled 
noise-based data has preserve the data utility more effectively as compared to traditional 
randomization technique. 
 

 
Figure 4 Accuracy 

In this experiment we found the traditional random noise based sanitization can degrad the 
accuracy and error rate, and sometimes it can improve performance. Therefore the classical 
random nosie can majorly influence the classifier’s performance.  
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Figure 5 Error Rate 

Next, for measuring the effieciency training time and space is measured. The space complexity 
are given in Figures 6 and 7. The time is deliberate in milliseconds(MS) and memory in MB, 
The results show that time and space is not fluctuating highly by data sanitization. But with 
mixed dataset, the effiency is degraded. 

 
Figure 6 Time consumption 
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Figure 7 Memory Usage 

conclusion  
The PPDM enviournment is sensitive against sanitization technique and dataset dimensions. 
Therefore, the knowledge of impact on PPDM method is needed to know. In order to identify 
the influence of these factors on PPDM models we have discussed two experimental scenarios. 
 All parties are merge their data vertically, thus increasing number of parties are also 
increases data dimensions. By results, it is found the dat dimensions has no affect on learning, 
but can influence on computational cost.  
 The experiments with noisy and non noisy datasets has been carried out using two 
classifiers. Then the difference among them is measured. Results show the noise not impacts 
the computational performance, but can degrade the data utility.  
Based on the experiments, the controlled random noise model include limited noise thus, has 
less influence on classification performance. Shortly the following extension has been planned. 
 Combine the experience gained for preparing future PPDM model  
 Aim to design a secure and less resource expensive PPDM model 
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