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Abstract:-  Deep Neural Networks training is handled with the different parameters like size 
of batch, rate of learning and time need for training. Network training with the parameters 
decides speed of training the network and it is expected to be low as much as possible. Use of 
machine learning and artificial intelligence in agriculture increasing day by day. In this research 
work, the experimentation of training the AlexNet network is done using MATLAB R2020a 
tool. The investigation of trained network’s training time requires the variable batch size and 
learning rate consecutively. The behaviour on size of batch on the performance of AlexNet is 
analysed. The dataset is used in this training of AlexNet is taken from the farming images 
collected from the Vidarbha region of Maharashtra, a state of India. As we are using more data 
for analysis so required to use data science techniques for managing more data.  The obtained 
results show the high accuracy always not achieved by keeping high learning rate. The higher 
learning rate needs more training time to train the network. Not only keeping learning rate low 
and small batch size will allow training better but it requires more training time additionally. 
The batch size is affected by another hyper parameters such as learning rate so the combination 
of these hyper parameters is as important as batch size itself.   
Keywords: Weed Classification, Machine learning, deep learning, AlexNet; 
I. Introduction 

CNNs used in primary image classification algorithms from two decades. It is having more 
advantages from normal neural network like higher scaling, multilayer and higher accuracy 
[1][2]. There are several pretrained networks such as AlexNet, Google net, VGG net etc for 
various applications [2]. AlexNet architecture classifying millions of images with with an 
accuracy of 85% whereas the conventional algorithm gives only 74% of accuracy [3]. This is 
the reason that the CNN is highly used in image processing area  [4]. The natural advantage of 
CNN is feature extraction task is not done manually. So that it is robust against new datasets. 
Because of the above advantages CNN has many applications like classification of text, 
changes detection in climate , speech recognition and image processing domain[5][6]. This 
research focus on the study of effect of variation on batch size in the training time for AlexNet 
deep learning network. The dataset is used in this training of AlexNet is taken from the farming 
images collected from the Vidarbha region of Maharashtra, a state of India. For the 
classification of images, changes requires in some of the hyper parameters in the training of 
CNN. The network [7] performance is affected by all the hyper parameters. This research work 
focus on the tuning of the batch size in the training of the AlexNet pretrained network. The 
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images collected from the agricultural lands are used in every epoch to train. By keeping hyper 
parameter very high system takes more time for convergence. The CNN architecture used is 
VGG16[8]. The effects of variation in batch size on validation accuracy and training time is 
observed. In next Section, literature survey on batch size is shown. In other section aims and 
task of the research.  In Section 4 experimental Results is presented and Section 5 discuss about 
the conclusion.  

 Using machine learning recent survey was done in batch. To control the stochastic noise 
algorithms such as Stochastic Variance Reduced Gradient (SVRG) method and mix SGD-like 
steps with batch computations to [9][10][11][12]. M. Dereziński et al and M. Takac et al 
suggested that, the number to be set not more than 64 [13]. The trained networks demonstrate 
nice general [14]. The maximum value of the batch size is ranges from 64 to 512[15][8]. Y. 
Chen et al have analysed with higher values of recognition accuracy using number of datasets 
[16]. The aim is achieved with the completion of following tasks. The first task is investigating 
the batch size value in the accuracy of image classification. The second task is investigating 
the batch size value in the training time. The collected datasets is used for training the different 
batch size and learning rate values.  

 
II. Research Methodology 

           This section describes briefly about the experiment for training AlexNet Network 
using MATLAB R2020a tools. The collected dataset of soybean weeds from different region 
of Vidarbha used for image classification. The datasets is trained using AlexNet pretrained 
Network. The BS and Base LR are varied and observed its effects on training time to train 
AlexNet pretrained network. The batch size varied from 5 to 100 and at the same time the 
learning rate also changes from 0.001 to 0.003. By doing variations in the above parameter 
finding out the training time required to train the network. The graphs showed in next session 
shows the behaviour of variations of all the above parameters. 

 
III. Results and Discussion 
           The BS and basic LR are varied and observed its effects on training time to train 

AlexNet pretrained network. Initially the batch size kept 5 and changes it up to 100 and at the 
same time the learning rate also changes from 0.001 to 0.003.The following table shows the 
variation for training time and validation for different batch sizes. The values we obtained using 
MATLABR2020a tools got in different tables we taken only final value from each table and 
summarized it in the following tables shown. From the tables as we increases batch size slowly 
in steps of 5 we observed variations in training time and validation accuracy. Increase in batch 
size slowly step by step increases the training time but validation accuracy values doesn’t show 
any such kind of behaviour. 

Table 1:- The Batch size, Training Time and validation Accuracy variation for Learning 
Rate 0.001 

Batch Size / Epoch Training  Time 
(seconds) 

Validation  
Accuracy  

5 100.1073 20 
10 75.07307 46.67 
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Table 2:- The Batch size, Training Time and validation Accuracy variation for Learning Rate 
0.002 

Batch Size / Epoch Training  Time (seconds) Validation  Accuracy  
5 100.2798 20 
10 122.2598 20 
15 91.04437 20 
20 98.54309 46.67 
25 73.15162 40 
30 100.9877 60 
35 116.2652 66.67 
40 142.2121 60 
45 177.4968 60 
50 186.7443 66.67 
55 225.2796 73.33 
60 315.4687 60 
65 307.4649 66.67 
70 322.741 46.67 
75 358.9309 66.67 
80 418.7633 60 
85 339.7318 53.33 
90 366.2687 73.33 
95 389.1206 86.67 
100 383.2288 80 

15 84.3194 66.67 
20 100.3387 60 
25 78.40708 80 
30 84.11556 66.67 
35 124.2753 73.33 

40 144.3766 80 
45 208.7786 66.67 
50 238.0637 53.33 
55 261.1855 73.33 
60 295.8676 73.33 
65 328.1584 73.33 
70 258.9673 53.33 
75 302.8866 53.33 
80 319.6313 60 
85 327.0904 73.33 
90 353.2499 60 
95 440.923 53.33 
100 452.7012 66.67 
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Table 3:- The Batch size, Training Time and validation Accuracy variation for Learning Rate 
0.003 

Batch Size / Epoch Training  Time (seconds) Validation  Accuracy  
5 68.31122 1 
10 76.80462 20 
15 82.4896 20 
20 101.106 20 
25 74.688 20 
30 98.51981 33.33 
35 125.7031 60 
40 145.5937 73.33 
45 202.3968 46.67 
50 231.7433 53.33 
55 283.7978 60 
60 304.5629 66.67 
65 273.441 53.33 
70 291.8199 66.67 
75 288.3749 46.67 
80 286.6732 80 
85 330.5512 53.33 
90 371.1787 66.67 
95 414.8518 53.33 
100 458.0658 66.67 

Fig 1, 2 and 3 shows variations in classification accuracy for different batch size and different 
learning rate. Fig 4 shows comparison of batch size, learning rate, accuracy and training time. 
From figure 4 we can observe that when accuracy is good more training time required and 
when training time is less accuracy is not good. We can’t say that particular batch size gives 
best performance. 

 
Fig 1:- For Base Learning Rate 0.001 Variations in Batch size / Epoch, Training Time & 

Validation Accuracy 
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Fig 2:- For Base Learning Rate 0.002 Variations in Batch size / Epoch, Training Time & 

Validation Accuracy 
 

 
Fig 3:- For Base Learning Rate 0.003 Variations in Batch size / Epoch, Training Time & 

Validation Accuracy 
 

 
Fig 4:- Comparison of variations in Base Learning Rate, Batch size / Epoch, Training Time & 

Validation Accuracy 
IV. Conclusion 
             The classification accuracy of AlexNet pretrained network by changing batch sizes and 
learning rates observed. As per observations, the learning rate and the batch size has a major 
role on the performance. When the learning rates keeps maximum ; the batch size is more then 
it  gives better results than its small value. The greater the parameter value, the higher the image 
recognition accuracy. On the other hand, the large batch size value leads to more computational 
costs.  
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