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Abstract 

The unpredictable nature of stock markets makes it hard to accurately predict the future. 
Nevertheless, there are countless individuals trying to enhance their chances of making a profit 
from their investments by developing a range of different models and methodologies. Despite 
being theoretically sound, most models and techniques don't work well in the real world due to 
their low hit rate. One of the primary reasons being the volatile nature of markets. Therefore, 
the focus of current research in the stock forecasting area is to improve the accuracy of stock 
trading forecasts. This paper introduces a system that addresses the particular need in the field 
of pharmaceutical stock market analysis using data mining and machine learning approaches. 
This system incorporates a range of data mining processes and helps to make informed 
decisions when it comes to pharmaceutical stock trades. This new system incorporates several 
machine learning algorithms, including the Gaussian Process, Linear Regression Model, 
Random Forest, Random Tree and Reduced Error Pruning Tree approaches to accurately 
predict the Pharmaceutical Stock Market Analysis in India. Its accuracy parameters include the 
Correlation Coefficient, MAE, RMSE, RAE and RRSE. 
1. Introduction and Literature Review 

Forecasting stock investment return is an important financial issue that has been given 
a lot of attention [1]. In the last decade, a number of intelligent systems and hybrid models 
have been proposed for making trading decisions in an attempt to outperform the main market 
and be profitable in stock investment [2]. The nature of stock market prediction requires the 
combining of several computing techniques synergistically rather than exclusively [3]. It is 
essential to clarify as predicting the “stock market trend.” In reality, it is impossible to predict 
the future absolute value of the stocks on a daily basis. However, based on the assumption that 
is largely supported by real case studies that with appropriate training over any (uptrend, down-
trend, and flat) horizon one could have enough indicators to forecast the trend with significant 
accuracy. Future trends may be predicted to some extent based on some key indicators and past 
behaviors.  

Forecasting requires the knowledge of the dominant market variables that “explain” 
stock market behavior which is both dynamic and volatile. Due to system uncertainties and 
other unknown (random) factors, every stock market model is approximate. Thus, once model 
uncertainty is acknowledged, soft computing techniques emerge as the best candidates chosen 



ANALYSIS AND PREDICTION FOR STOCK MARKET WITH PHARAMA SECTOR USING DATA MINING AND MACHINE LEARNING 
APPROACHES 

 
Journal of Data Acquisition and Processing Vol. 38 (3) 2023      772 

 

over standard benchmark linear models to deal with such problems [4]. This paper presents a 
system that incorporates the top-down trading theory first introduced by [5] and various data 
mining techniques. Livermore believed that stock trends follow a trend line that can be used to 
forecast both in the long- and short-term. He published this particular idea in “How to Trade in 
Stock” in 1940. 

Financial markets are one of the most fascinating inventions of our time. They have had 
a significant impact on many areas like business, education, jobs, technology and thus on the 
economy [6]. Over the years, investors and researchers have been interested in developing and 
testing models of stock price behaviour [7]. However, analyzing stock market movements and 
price behaviours is extremely challenging because of the markets dynamic, nonlinear, 
nonstationary, nonparametric, noisy, and chaotic nature [8]. According to [9], stock markets 
are affected by many highly interrelated factors that include economic, political, psychological, 
and company-specific variables. Technical and fundamental analysis are the two main 
approaches to analyse the financial markets [10] and [11]. To invest in stocks and achieve high 
profits with low risks, investors have used these two major approaches to make decisions in 
financial markets [12]. 

Data mining as ‘‘data mining is a process of discovering or extracting interesting 
patterns, associations, changes, anomalies and significant structures from large amounts of data 
which is stored in multiple data sources such as file systems, databases, data warehouses or 
other information repositories [13]. First, we have employed all widely used data mining 
techniques in this area [14], [15], namely, Decision Tree (DT), Artificial Neural Network 
(ANN), Naïve Bayes (NB), Support Vector Machine (SVM), and Bayesian Belief Network 
(BNN) Classifier while developing the predictive models. This allows us to explore the most 
suitable data mining technique - leading to the best possible predictive model in a 
comprehensive dataset. 
 
2. Backgrounds and Methodology 

2.1 Gaussian process  

In probability theory and statistics, a Gaussian process is a stochastic process (a 
collection of random variables indexed by time or space), such that every finite collection of 
those random variables has a multivariate normal distribution, i.e. every finite linear 
combination of them is normally distributed. The distribution of a Gaussian process is the joint 
distribution of all those (infinitely many) random variables, and as such, it is a distribution over 
functions with a continuous domain, e.g. time or space.The concept of Gaussian processes is 
named after Carl Friedrich Gauss because it is based on the notion of the Gaussian distribution 
(normal distribution). Gaussian processes can be seen as an infinite-dimensional generalization 
of multivariate normal distributions. Gaussian processes are useful in statistical modelling, 
benefiting from properties inherited from the normal distribution. While exact models often 
scale poorly as the amount of data increases, multiple approximation methods have been 
developed which often retain good accuracy while drastically reducing computation time. 

To make choosing an appropriate noise level easier, this implementation applies 
normalization/standardization to the target attribute as well as the other attributes (if 
normalization/standardization is turned on). Missing values are replaced by the global 



ANALYSIS AND PREDICTION FOR STOCK MARKET WITH PHARAMA SECTOR USING DATA MINING AND MACHINE LEARNING 
APPROACHES 

 
Journal of Data Acquisition and Processing Vol. 38 (3) 2023      773 

 

mean/mode. Nominal attributes are converted to binary ones. Note that kernel caching is turned 
off if the kernel used implements cached kernel. 
2.2 Linear Regression Model  

Linear Regression is a machine learning algorithm based on supervised learning. It 
performs a regression task. Regression models a target prediction value based on independent 
variables. It is mostly used for finding out the relationship between variables and forecasting. 
Different regression models differ based on – the kind of relationship between dependent and 
independent variables they are considering, and the number of independent variables getting 
used. There are many names for a regression’s dependent variable.  It may be called an 
outcome variable, criterion variable, endogenous variable, or regressand.  The independent 
variables can be called exogenous variables, predictor variables, or regressors. 

Linear regression performs the task to predict a dependent variable value (y) based 
on a given independent variable (x)). Hence, the name is Linear Regression. In the figure 
above, X (input) is the work experience and Y (output) is the salary of a person. The 
regression line is the best fit line for our model.  

y = θ1 + θ2x     …(1) 
While training the model we are given: x: input training data (univariate – one input 

variable(parameter)) y: labels to data (Supervised learning) When training the model – it fits 
the best line to predict the value of y for a given value of x. The model gets the best regression 
fit line by finding the best θ1 and θ2 values. θ1: intercept θ2: coefficient of x Once we find 
the best θ1 and θ2 values, we get the best fit line. So when we are finally using our model for 
prediction, it will predict the value of y for the input value of x.  
2.3 Random Forest Algorithm 

Random Forest is a popular machine learning algorithm that belongs to the supervised 
learning technique. It can be used for both Classification and Regression problems in ML. It is 
based on the concept of ensemble learning, which is a process of combining multiple classifiers 
to solve a complex problem and to improve the performance of the model. 

As the name suggests, "Random Forest is a classifier that contains a number of decision 
trees on various subsets of the given dataset and takes the average to improve the predictive 
accuracy of that dataset." Instead of relying on one decision tree, the random forest takes the 
prediction from each tree and based on the majority votes of predictions, and it predicts the 
final output.The greater number of trees in the forest leads to higher accuracy and prevents the 
problem of overfitting. 
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Fig. 1. Training and Testing approaches using Random Forest Tree 

Random Forest works in two-phase first is to create the random forest by combining N 
decision tree, and second is to make predictions for each tree created in the first phase [18]. 
The Working process can be explained in the below steps and diagram: 
Select random K data points from the training set. 

i. Build the decision trees associated with the selected data points (Subsets). 
ii. Choose the number N for decision trees that you want to build. 

iii. Repeat Step 1 & 2. 
iv. For new data points, find the predictions of each decision tree, and assign the new data 

points to the category that wins the majority votes. 
2.4 Random Trees classifier 

A single decision tree is easy to conceptualize but will typically suffer from high 
variance, which makes them not competitive in terms of accuracy.One way to overcome this 
limitation is to produce many variants of a single decision tree by selecting every time a 
different subset of the same training set in the context of randomization-based ensemble 
methods [19][24]. Random Forest Trees (RFT) is a machine learning algorithm based on 
decision trees. Random Trees (RT) belong to a class of machine learning algorithms which 
does ensemble classification. The term ensemble implies a method which makes predictions 
by averaging over the predictions of several independent base models[25][26]. 

The fundamental principle of ensemble methods based on randomization “is to 
introduce random perturbations into the learning procedure in order to produce several 
different models from a single learning set L and then to combine the predictions of those 
models to form the prediction of the ensemble” [20][23]. There is then a need to define 
stropping criteria to stop the growing of a tree before it reaches too many levels to prevent 
overfitting: “Stopping criteria are defined in terms of user defined hyper-parameters" [20]. 
Among those parameters, the most common are:[21][30] 

 The minimum number of samples in a terminal node to allow it to split 
 The minimum number of samples in a leaf node when the terminal node is split 
 The maximum tree depth, that is, the maximum number of levels a tree can grow 
 Once the Trees accuracy (defined by the Gini Impurity index) is less than a fixed 

threshold 
2.5 Reduced Error Pruning Tree 
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RepTree uses the regression tree logic and creates multiple trees in different iterations. 
After that it selects best one from all generated trees. That will be considered as the 
representative. In pruning the tree, the measure used is the mean square error on the predictions 
made by the tree. Basically, Reduced Error Pruning Tree ("REPT") is fast decision tree learning 
and it builds a decision tree based on the information gain or reducing the variance. REP Tree 
is a fast decision tree learner which builds a decision/regression tree using information gain as 
the splitting criterion and prunes it using reduced error pruning[31][32][33]. It only sorts values 
for numeric attributes once. Missing values are dealt with using C4.5’s method of using 
fractional instances. The example of REP Tree algorithm is applied on UCI repository and the 
confusion matrix is generated for class gender having six possible values. [22][28][29] 
2.6 Test Statistics  

The authors discuss that the investigation based on recent hybridization of STDL and 
OKELM using short- and medium-term prediction for everyday sharing likes close price of the 
CRUDE OIL index. The parameter study of ELM done by utilizing the Gray Wolf 
Optimization Algorithm (GWO) to the predictive performance. The benefits in the intended 
work are done through the benefit of two related quantities called MASE and SMAPE.  [23] 
and [24].  

The coefficient of determination denoted R2 or r2 score which is used to moderation in the 
dependent variable means predicted from the independent variables. In this case, the r (CC) 
returns nearly 1.0 means strong positive correlation. If the value of r returns nearly -1 means 
strong negative correlation and return 0 means no correlation between all the variables.  

      𝒓 =
𝒏(∑ 𝒙𝒚)ି(∑ 𝒙)(∑ 𝒚)

ටൣ𝒏 ∑ 𝒙𝟐ି(∑ 𝒙)𝟐൧ିൣ𝒏 ∑ 𝒚𝟐ି(∑ 𝒚)𝟐൧

   … 

(2) 
 In machine learning approach, MAE means the average of absolute error in future 

prediction which means error range between prediction and observations. In data mining and 
ML research, the MAE denoted as loss function. The given accuracy formula is:  

  𝑀𝐴𝐸 =
෌ |௬೔ି௫೔|

೙

೔సభ

௡
   … (3) 

where n is called the no. of elements in the iterations,  which is used to add them all up and 
|yi - xi| called absolute error between actual and predicted. 

The RMSE is one of the familiar accuracy finding methods in data analysis, which is used 
to compute test the quality of prediction or forecasting. RMSE sometime name as root mean 
square deviation which is used to find the residuals between prediction and truth for all data 
points. The RMSE calculated using the following formula.  

𝑅𝑀𝑆𝐸 = ට෌ ‖௬(௜)ି ௬ො(௜)‖మ೙

೔సభ

௡
    … (4) 

where n is called the number of elements in the iterations, y(i) means ith measurement, and 
y (̂i) called the prediction. 

         The RAE is used to compute the accuracy for relatively comparison of each and 
every performance of a predictive model. The main reasons for calculating the RAE between 
actual and forecasted value. RAE is very useful to write the interpretation of the prediction 
which means if the RAE <1 means the model behavior is better. If RAE=0, the model behavior 
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or accuracy is perfect.  

𝑅𝑀𝑆𝐸 =
෍ |௬೔ି ௬ො೔|

೙

೔సభ

෍ |௬೔ି ௬ത|
೙

೔సభ

   … (5) 

where n is called the number of elements in the observations, y(i) called the realized value 
and y (̂i) called the prediction and 𝑦ത means the mean values of corresponding variables.  

RRSE is one of the accuracy metrics for predictive models called regression. It's an 
accuracy parameter which is used to compute the first result and behavior of model is 
performing. It is also an inheritance from RSE. The RRSE parameter for finding the process of 
square root for sum of squared errors for the corresponding predictive model with sum of 
squared errors.  

𝑅𝑅𝑆𝐸 =
෌ (௬೔ି ௬ො೔)మ೙

೔సభ

෌ (௬೔ି ௬ത)మ೙

೔సభ

      … (6) 

where n is called the number of elements in the observations, y(i) called the realized value and 
y (̂i) called the prediction and 𝑦ത means the mean values of corresponding variables. 
3. Result and Discussions  

The secondary dataset (table 1) is taken from https://in.investing.com/. The benchmark 
open-source dataset namely pharma, which includes five parameters namely date, open, high, 
low, and close. The dataset collection between 31.01.2011 to 12.08.2022 which include 2860 
record. The dataset collection downloaded using [16].  

Table 1: Pharama Stock Market Dataset 
Date Open High Low Close 

12-Aug-22 13016.5 13017.5 12830.45 12864 
11-Aug-22 12998.4 13033.75 12961.4 13014.2 
10-Aug-22 12986.25 13053.1 12915.5 12950.7 

8-Aug-22 12952.05 12962.95 12878.1 12940.25 
5-Aug-22 13003.85 13068.3 12920 12939.75 
4-Aug-22 12720.05 12992.25 12681.3 12982.35 
3-Aug-22 12789.05 12829.1 12618.2 12682 
2-Aug-22 12765.5 12792.95 12699.95 12780.4 
1-Aug-22 12835.4 12883.75 12707.7 12766.85 
29-Jul-22 12677.75 12835.45 12526.3 12776.55 
28-Jul-22 12665.6 12682.2 12500.2 12660.65 
27-Jul-22 12341.65 12647.75 12301.85 12628.95 
26-Jul-22 12495.65 12508.8 12325 12341.9 
25-Jul-22 12612.35 12640.8 12454.25 12488.8 
22-Jul-22 12687.8 12711.15 12573.9 12617.55 
21-Jul-22 12710.1 12756.35 12599.5 12651.75 
20-Jul-22 12786.4 12786.4 12685.6 12711.5 
19-Jul-22 12680.4 12820.25 12663.15 12682.2 
18-Jul-22 12827.35 12869.4 12668.45 12713.45 
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Fig. 2: Parameters Trends in Pharama Stock Market Dataset 

Table 2: Data Analysis using Gaussian Process 

Attribute
s 

Correlatio
n 

Coefficient 

MAE RMSE 
RAE 

(%) 

RRSE 

(%) 

Averag
e 

Target 

Value 

Time 

Take
n 

(sec) 

Open 0.9988 2006.690
1 

2464.768
7 

84.450
2 

86.948
4 

0.4790 46.26 

High 0.9970 2015.681
4 

2479.036
6 

84.341
3 

86.897
8 

0.4785 49.09 

Low 0.9965 1938.192
7 

2435.348
7 

84.411
1 

86.896
2 

0.4792 47.03 

Close 0.9976 2000.386
8 

2457.685
6 

84.477
4 

86.966
1 

0.4796 50.84 

  

Fig. 3. Gaussian Process and their 
Correlations 

Fig. 4. Gaussian Process and their MAE 
and RMSE 

11800

12000

12200

12400

12600

12800

13000

13200

18
-J

ul
-2

2

19
-J

ul
-2

2

20
-J

ul
-2

2

21
-J

ul
-2

2

22
-J

ul
-2

2

23
-J

ul
-2

2

24
-J

ul
-2

2

25
-J

ul
-2

2

26
-J

ul
-2

2

27
-J

ul
-2

2

28
-J

ul
-2

2

29
-J

ul
-2

2

30
-J

ul
-2

2

31
-J

ul
-2

2

01
-A

ug
-2

2

02
-A

ug
-2

2

03
-A

ug
-2

2

04
-A

ug
-2

2

05
-A

ug
-2

2

06
-A

ug
-2

2

07
-A

ug
-2

2

08
-A

ug
-2

2

09
-A

ug
-2

2

10
-A

ug
-2

2

11
-A

ug
-2

2

12
-A

ug
-2

2

Open High Low Close

0.995

0.996

0.997

0.998

0.999

Correlation Coefficient

Open High Low Close

0

1000

2000

3000

MAE RMSE

Open High Low Close



ANALYSIS AND PREDICTION FOR STOCK MARKET WITH PHARAMA SECTOR USING DATA MINING AND MACHINE LEARNING 
APPROACHES 

 
Journal of Data Acquisition and Processing Vol. 38 (3) 2023      778 

 

  

Fig. 5. Gaussian Process and their RAE 
and RRSE 

Fig. 6. Gaussian Process and their targets 

 

Fig. 6. Gaussian Process and time taken to build the model 

 The pharmaceutical stock trades are a major contribution of the share market. In this 
case the prediction about their finding also very difficult to predict the forecasting using open, 
high, low and close. The regression model is very useful to researchers for predict the future 
trends particularly in the field of share market prediction. The regression model is very useful 
and simple for predict the future using equation (1). The following prediction model in 
equations 6 to 9 which is used to find all the four parameters prediction using the regression 
model.  

Open = 0.9437 * High + 7663 * Low -0.7097 * Close -12.6696 … (6) 
High = 0.7062 * Open -0.4507 * Low + 0.7481 * Close + 7.8652 … (7) 
Low = 0.7163 * Open +0.563 * High + 0.8415 * Close +12.5609 … (8) 
Close =-0.5963 * Open + 0.8399 * High + 0.7564 * Low -7.0572 … (9) 

Table 3: Data Analysis using Regression Model  

Attributes 
Correlation 

Coefficient 
MAE RMSE RAE (%) RRSE (%) 

Time 
taken 
(sec) 

Open 0.9998 34.6144 49.3777 1.4567 1.7419 0.05 

High 0.9999 29.2756 42.6467 1.225 1.4949 0.03 

Low 0.9999 31.0444 47.7248 1.3213 1.7029 0.02 
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Close 0.9999 31.3081 45.3347 1.3222 1.6042 0.01 

 

  

Fig. 7. Linear Regression and their 
Correlations 

Fig. 8. Linear Regression and their MAE and 
RMSE 

  

Fig. 10. Linear Regression and their RAE 
and RRSE 

Fig. 11. Linear Regression and their time 
taken to build the model 

 
Table 4: Data analysis using Random Forest Algorithm 

Attributes 
Correlation 
Coefficient 

MAE RMSE 
RAE 
(%) 

RRSE 
(%) 

Time 

taken 

Open 0.9997 54.3371 73.1883 2.2867 2.5818 0.34 

High 0.9998 44.1529 62.0809 1.8475 2.1761 0.31 

Low 0.9997 45.3806 66.2734 1.9315 2.3647 0.33 

Close 0.9997 50.332 67.8736 2.1255 2.4017 0.31 
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Fig. 12. Linear Regression with 
Correlations 

Fig. 13. Linear Regression with MAE 
and RMSE 

Fig. 14. Linear Regression with RAE and 
RRSE 

Fig. 15. Linear Regression with time 
taken to build the model 

Table 5: Data analysis using Random Tree 

Attributes 
Correlation 
Coefficient 

MAE RMSE 
RAE 
(%) 

RRSE 
(%) 

Size of 

the Tree 

Time 

taken 

Open 0.9994 73.3315 96.4396 3.0861 3.4021 181 0.1 

High 0.9995 67.8683 89.0781 2.8398 3.1225 155 0.1 

Low 0.9994 68.8307 95.2355 2.9297 3.3981 155 0.1 

Close 0.9995 67.9881 90.8197 2.8712 3.2137 157 0.2 
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Fig. 16. Random Tree with Correlations Fig. 17. Random Tree with MAE and 
RMSE 

Fig. 18. Random Tree with RAE and 
RRSE 

Fig. 19. Random Tree with Size of the 
Tree 

 

Fig. 20. Random Tree with Size of the Tree 

 
Table 6: Data analysis using REP tree 

Attributes 
Correlation 
Coefficient 

MAE RMSE 
RAE 
(%) 

RRSE 
(%) 

Size of 

the Tree 

Time 

taken 
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Open 0.9994 73.3867 97.8187 3.0884 3.4507 123 0.08 

High 0.9995 71.8535 94.3616 3.0065 3.3077 117 0.02 

Low 0.9994 70.2800 94.2763 2.9913 3.3639 121 0.02 

Close 0.9994 71.8381 94.6849 3.0338 3.3505 111 0.01 

 

  

Fig. 21. REP with Correlations Fig. 22. REP Tree with MAE and RMSE 

Fig. 23. REP Tree with RAE and RRSE Fig. 24. REP Tree with Size of the Tree 

 

Fig. 25. REP Tree with Size of the Tree 

Figure 1 graphically shows the training and testing approaches for decision tree 
approaches. Table 1 and Figure 2 called the primary dataset which is downloaded using the 
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open-source machine learning data warehouse namely Kaggle. In this table indicates the 
fluctuation in pharama stock market with five different parameters namely date, open, high, 
low and close share values. According to table 2, figure 2 to figure 6, explain various data 
analysis using gaussian process. In this case, finding the correlations between four different 
numerical parameters like open, high, low, and close using gaussian process, the given 
algorithm returns the open parameters is 0.9988, which is technically called strong positive 
correlation and also time taken to build the model also low (46.26 seconds).   

The regression model is very useful to researchers for predict the future trends 
particularly in the field of share market prediction. In this data analysis, the all the four-
prediction parameter returns strong positive correlation nearly 0.9999. Time taken to build the 
model between 0.01 to 0.05 seconds. In this case, the four different test statistics namely MAE, 
RMSE, RAE, and RRSE returns less error compared to other algorithms. The related results 
and discussions shown in table 3, figure 7 to figure 11.  

Results analysis of all the two decision tree methods namely random forest and random 
tree classifiers returns the strong positive correlations between four different parameters. In 
this case the random forest and their CC for all the four parameters returns nearly 0.9999 and 
time taken to build the model (0.31 to 0.34 seconds). The random forest result and discussion 
shown in table 4, figure 12 to figure 15. Decision tree approaches namely random tree shown 
in table 5, the correlations for four parameters return strong positive correlation nearly 0.9995. 
The time taken to build the model also very low compared to other decision tree approaches. 
In this algorithm return four different errors namely MAE, RMSE, RAE and RRSE the related 
results and discussion based on random tree shown in table 5, figure 16 to figure 20. Decision 
tree approaches namely REP tree shown in table 6, the correlations for four parameters return 
strong positive correlation nearly 0.9995. The time taken to build the model also very low using 
close parameter compared to other three parameters. In this algorithm return four different 
errors namely MAE, RMSE, RAE and RRSE, the related results and discussion based on REP 
tree shown in table 6, figure 21 to figure 25. 
4. Conclusion and future work 

This research presents a framework for stock market future trends prediction using 
Pharma sector. We examined the effect of machine learning approaches on stock prediction in 
future. By including four different attributes, we found that compare to banking sector the 
Pharma sector having strong positive correlation for all the parameters combinations and all 
decision tree approaches. We also concluded that by combining various machine learning 
approaches and its test statistics also prove the results and discussions. For future study, the 
use of a more machine learning and stochastic model for determining other related area like oil 
and gas, software predictions with its accuracy compare their effects on the stock market 
prediction. 
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