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Abstract: 
The recent increase of renewable energy technology in the building industry is predicted to cut 
fossil fuel usage while increasing the complexity of heating, ventilation, and air conditioning 
(HVAC) system design and control. Due to population increase and ongoing efforts to raise 
living standards, research into energy saving and sustainability has grown popular. In both 
commercial and commercial buildings, the installation of central HVAC systems is generally 
on the rise. The HVAC systems in commercial buildings have been looked at as a potential 
demand response resource. The complexity of creating warm-powerful models and the 
vulnerability related with both occupant driven heat loads and climatic projections make it far 
from easy to improve commercial air cooling across the board. In this research, we develop a 
perfect control philosophy for a commercial cooling system with several zones using a sharp 
sans model substantial RL technique termed the profound deterministic arrangement slope 
(DDPG), determined to diminish energy costs without adversely influencing solace levels for 
building tenants. Through unsupervised, ongoing contact with a simulated building 
environment, the utilized deep RL-based method gathers information. When the DDPG-based 
HVAC control strategy is compared to the linear-based HVAC control strategy, the converge 
may be reduced by 56%, and when the DDPG-based HVAC control strategy is compared to 
the linear reinforcement model, the converge may be reduced by 15%. Also mean steps 
required for DDPG RL model and Linear RL model is 9.9 and 115.3 respectively. 
Keywords: Actor-critic learning, deep deterministic policy gradient (DDPG), 
deepreinforcement learning (deep RL), multi-zone commercial HVAC. Linear RL, 
Reinforcement Learning. 
 
1. INTRODUCTION 
It is estimated that 41% of India's yearly energy consumption [1] comes from the building 
sector. This is why the issue of temperature regulation in buildings has received so much focus 
[2] [3] in recent times. The primary objective is to find a happy medium between low energy 
use and high levels of comfort for office workers. The actions of occupants and a lack of 
information regarding their feelings of comfort introduce uncertainty into the warm elements 
of consumed constructing spaces [4, 5] and the method involved with deciding the best control 
execution standards. A squeezing new issue is the means by which to integrate these points of 
interest into the creation interaction. However, the occupants' building is a highly layered, 
stochastic system with continuous and discrete states, and the building's dispersed state 
detectability is complicated by the sensors' varying requirements. As a result, developing a 
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scaleable control design framework is essential. Propelled by late improvements in RL [6] [7], 
the essential objective of this study is to survey the adequacy of RL in tenant intelligent 
structure temperature control issues. 

 
Figure 1: Schematic of a cooling system. [2] 

 
The air conditioning framework as shown in figure 1 is currently the most involved device for 
keeping a structure at an agreeable temperature. Through effective demand-side energy 
management measures, it also helps reduce peak loads and stabilize system-wide functioning 
[8]. Numerous papers have been written on how to best optimize HVAC control systems to 
maximize efficiency.  

 
Figure 2: Schematic of the HVAC air distribution system.[33] 
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A primal-dual algorithm is used in [9] to determine the energy supplier's pricing strategy and 
the HVAC operating states that are most beneficial to the user, within the context of a load 
prediction error model for HVAC energy management. For responsive commercial HVAC 
demand scheduling a day in advance, another study uses a regression method [10]. According 
to [11], a hierarchical control method might allow the HVAC system to serve as the principal 
frequency regulator for the bulk system. In [12], an optimization method based on the work of 
Yuri Lyapunov is presented for managing HVAC loads without requiring estimates of price or 
temperature fluctuations. A distributed Tran’s active control market approach for HVAC 
systems in commercial buildings is presented in [13] to demonstrate the efficiency of HVAC 
systems during peak shaving and load shifting. Using an adaptive control system, Sampath et 
al. [30] managed the building's HVAC system to maximize both occupant thermal comfort and 
the building's energy efficiency. Giuseppe et al. [31] proposed a model prescient control and 
hereditary calculation based streamlining structure to diminish warming energy utilization and 
related inconvenience. Wei and others [33] introduced an information driven technique for 
controlling air conditioning frameworks with changing air volume in view of profound support 
learning. Deng et al. [34] proposed a unique HVAC control system that actively detects 
changes in the building's environment by using DQN, resulting in significant energy savings. 
 
All of the previously mentioned methodologies fall under the umbrella term of "model-based 
techniques," which need logical arrangement tool compartments for pragmatic runtime the 
executives as well as displaying the particular warm elements of the air conditioning while at 
the same time considering the impacts of the encompassing climate. Since the structure and 
hardware models should be acclimated to a given structure to deliver right discoveries, the 
model-based approaches might experience the ill effects of estimation mistakes (for instance, 
building model incorrectness) and figuring failures. This presents a significant obstacle to the 
widespread application of model-based methods. 
 
In the mean time, the outcome of Alpha Go [14] shows the headway that has been made in AI 
advancements like profound learning and support learning. In [15], the creator presents a wide 
outline of the possible utilizations of AI to the field of force frameworks research. In [16], an 
illustration of how AI-based technology is beginning to be implemented in industrial 
applications in actual control centers, the primary known control-room utilization of man-
made intelligence driven circulated include choice for an enormous, certifiable power matrix 
is shown. 
 
Specifically, profound Reinforcement learning (RL), which consolidates a profound brain 
organization (DNN) with RL, has collected critical interest as of late for its capability to 
successfully address exceptionally complex control and improvement issues across many 
aspects. Two unique ways to deal with upgrading the energy the board strategies for HEVs are 
twofold Q learning [17] and ceaseless profound deterministic approach inclination (DDPG). 
Reinforcement learning (RL), a machine learning method that has emerged in recent years, 
features self-learning and online learning capabilities [32]. RL is an information driven control 
approach since, utilizing the "activities and prizes" component, it can achieve the versatile 
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improvement of regulators in any event, when no control framework models are free. In [18], 
the no concurrent advantage entertainer pundit is utilized to decide the most practical times for 
the activity of an organization of decentralized power plants. In [19], a profound Q learning 
approach is created to help mass power framework upkeep direction. In [20], a protected 
profound RL technique is investigated to get the ideal control plan of the dynamic 
dissemination network considering voltage level cutoff points. To do this, we add a secure 
layer to the standard actor network, which helps to ensure that voltage limitations are not 
breached. 
 
A portion of the primary endeavors on the air conditioning framework control issue zeroed in 
on the most proficient method to best utilize the strong profound RL technique to boost both 
energy and monetary effectiveness. A convolutional neural network (CNN) approximates the 
state-activity esteem capability in [21] to more readily catch the spatial and worldly 
connections in the info state information.In [22], scientists investigate the utilization of a 
profound strategy slope (DPG) way to deal with dealing with a wide assortment of responsive 
necessities. Utilizing an actor-critic approach, [23] focuses on optimizing HVAC's thermal 
comfort and energy consumption.In [24], an advantageous actor-critic based HVAC control 
framework is created for a comprehensive building energy model. To accomplish appropriate 
control balance across various HVAC systems, the linear reinforcement is used in [25]. 
 
All of these studies show that using deep RL techniques to optimise the HVAC temperature 
management strategy is more successful than using custom-built benchmarks. In order to 
reduce the search space, previous studies frequently discretize continuous HVAC control 
activities like HVAC set point or air flow rate.At low granularities or without combining action 
spaces, discretization may achieve satisfactory performance.However, when the action space 
is high-dimensional, as when controlling HVAC in a building with multiple zones, it 
encounters the exponential explosion issue. The algorithm's performance suffers as a result, 
and deep RL technique training necessitates more simulations. When the action space is high-
dimensional, like when controlling HVAC in a building with several zones, however, it runs 
into the problem of exponential growth. As a consequence, the algorithm performance 
degrades and more simulations are required for training deep RL techniques. 
 
As a result of the above worries, this study additionally employs the DDPG technique to fine-
tune the continuous thermal management strategy of commercial HVAC. Here is a quick 
rundown of what this study adds to the body of knowledge: 
• We have designed benchmark scenarios without RL to illustrate that the implemented 

DDPG may give larger monetary gains while keeping consumer comfort.  
• To demonstrate the superiority of the used DDPG technique in managing the never-ending 

activity space, which is more typical in a plethora of verifiable scenarios, we lead a 
comprehensive correlation between it and the widely used direct assistance strategy. 

• We show that the optimum HVAC control technique is a well-trained deep RL approach 
with good generalizability and adaptability that can handle a wide range of pricing signals 
and physical constraints. 



MARGINAL ADAPTATION OF TWO TYPES OF MONOLITHIC PRESSABLE CROWNS SUPPORTED BY DIFFERENT IMPLANT ABUTMENTS 
AFTER THERMO-MECHANICAL FATIGUE 

 
Journal of Data Acquisition and Processing Vol. 38 (4) 2023      1220 

 

The structure of present research paper are as above: In Section II, we present the detailing of 
the air conditioning control issue; We briefly discuss the two typical deep RL methods, the 
linear reinforcement and DDPG methods, in Section III; The DDPG method's simulation 
results are presented in Section IV, plus comparison with the linear reinforcement; and in 
Section V, we draw conclusions and end the paper. 
 
2. PROBLEM FORMULATION FOR MULTI-ZONE CLIMATE CONTROL IN 

COMMERCIAL/MARKET SETTINGS 
2.1 Introduction to the HVAC Multi-Zone Control Issue 
In this analysis, we focus on a multi-floor commercial/market structure. The HVAC system 
has a setpoint that may be changed to regulate the interior temperature in each zone 
individually. In addition to the "Cooling" and "Heating" settings, an "Auto" setting is also 
available for the HVAC system. In view of the room's ongoing temperature and the client's 
chosen temperature edge, the air conditioning framework will consequently switch among 
cooling and warming when the indoor regulator is in "Auto" mode. To keep individuals 
agreeable, the warming, ventilation, and cooling framework will turn on when within 
temperature decreases beneath the setpoint. We will zero in on the situation in which all zones 
require warming without forfeiting over-simplification.The motivation behind central air 
framework control is to give an agreeable inside climate at the most reduced conceivable 
energy consumption. 
 
2.1.1 How Does A Multi-Zone HVAC System Work? 
A multi-zone HVAC system divides your house into smaller regions or zones, allowing you to 
independently manage the temperature in each. You could simply establish a distinct zone for 
each level or even separate zones for each room in the home, depending on the arrangement 
of your home and your individual wants and needs. 
No matter how many zones you have, each one will have its own thermostat that solely 
measures and regulates the temperature in that zone. This allows you to control the temperature 
for that zone while leaving the rest of the building alone. Because all of the air still flows via 
the same air handler and ductwork, the only true constraint is that you cannot have one zone 
set to heating and another set to cooling. 
 
Dampers, which are simply metal plates situated inside the ductwork that may open and close 
to control the airflow to each zone, are used in a multi-zone system. This is analogous to 
blocking the supply vents to a specific room or area of the house. The distinction is that sealing 
the vents simply prevents air from entering that room, implying that air will continue to flow 
via that branch of the ductwork. 
 
This is normally not suggested since it might cause a pressure imbalance inside the HVAC 
system, affecting how well and efficiently the system warms or cools. It also puts more strain 
on your furnace or air conditioner, which can contribute to premature wear and tear on its 
components. Multi-zone HVAC systems are not affected by pressure imbalance difficulties 
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since the damper cuts off the whole branch or section of ductwork rather than merely turning 
it off at the end of the branch as happens when the vents are closed. 
 
Despite the fact that each zone has its own thermostat, the system is still managed by a single 
central control panel. When a zone requires hot or cold air, the control panel opens the damper 
for that zone, allowing air to flow to the zone. When the zone achieves the desired temperature, 
the thermostat in that zone sends a signal to the central control panel, which closes the zone's 
damper. Each zone may have a single damper or many dampers that govern the airflow to that 
zone, depending on the size and structure of the zones. 
 
2.2 The Markov Decision Process (MDP) is being used to the HVAC control issue. 
In this subsection, we present a Markov Choice Cycle (MDP) detailing of the multi-zone 
Business/Market air conditioning the board issue that will be tended to in Area 3 utilizing a 
without model profound RL-based approach. The current interior temperature, according to 
the enhanced warm elements model of air conditioning in [26], is only associated with previous 
state boundaries, such as the indoor temperature at the previous time span, and is independent 
of the indoor temperature at certain other time spans. Since climate control may be represented 
as a restricted Markov process, the RL method might be used to find optimal configurations.  
 
A Markov decision process is a controlled stochastic process satisfying the Markov property 
with costs as signed to state transitions. A Markov decision problem is a Markov decision 
process together with a performance criterion. A solution to a Markov decision problem is a 
policy, mapping states to actions, that (perhaps stochastically) determines state transitions to 
minimize the cost according to the performance criterion. Markov decision problems (MDPs) 
provide the theoretical foundations for decision-theoretic planning, reinforcement learning, 
and other sequential decision-making tasks of interest to researchers and practitioners in 
artificial intelligence and operations research. MDPs employ dynamical models based on well-
understood stochastic processes and performance criteria based on established theory in 
operations research, economics, combinatorial optimization, and the social sciences. It would 
seem that MDPs exhibit special structure that might be exploited to expedite their solution. In 
investment planning, for example, often the initial state is known with certainty (the current 
price for a stock or commodity) and as a result the set of likely reachable states (future prices) 
and viable investment strategies in the near-term future is considerably restricted.  
 
In general, notions of time, action, and reachability in state space are inherent characteristics 
of MDPs that might be exploited to produce efficient algorithms for solving them. It is 
important that we understand the computational issues involved in these sources of structure 
to get some idea of the prospects for efficient sequential and parallel algorithms for computing 
both exact and approximate solutions. A Markov decision process describes the dynamics of 
an agent interacting with a stochastic environment. Given an initial state or distribution over 
states and a sequence of actions, the Markov decision process de scribes the subsequent 
evolution of the system state over a (possibly infinite) sequence of times referred to as the 
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stages of the process. This paper focuses on the infinite-horizon case, in which the sequence 
of stages in infinite.  
The four fundamental parts of a MDP are the state (s), the activity (a), the probability of 
changing to another state (p), and the award (r). These four elements are at play when a multi-
zone HVAC control issue arises in a commercial or industrial setting: 
 
The user's minimum acceptable temperature, Tlower(t), should be reported together with the 
current outside temperature, Tout(t), and the current inside temperature, Tin,z(t), for each zone 
z. Fourth, the retail price is the retail(t) in this time step. 
 
Keep in mind that the user's minimum acceptable degree of discomfort is a time-dependent 
component of the condition. This is because we expect that HVAC occupants have varying 
comfort needs throughout the day. This makes sense, since the interior temperature's comfort 
range may be adjusted to save money on utility bills when no one is home throughout the day. 
When the home is used in the evenings and on weekends, the temperature may be returned to 
a more comfortable setting. 
In order to achieve the preheating impact of HVAC, the current retail price is also included in 
the state parameters. Setting the air conditioning framework's setpoint to a moderately large 
number while the retail cost of energy is low takes into consideration early warming of within 
climate, saving money on energy costs that would otherwise be incurred as the temperature 
outside drops. 

(1) 
 

In this review, we exclusively center on the warming utilization of the central air model. The 
dead band in Eq. (1) is the temperature range outside of which the thermostat will not switch 
between the on and off positions, hence preventing rapid cycling. In Eq. (1), when the interior 
temperature is above the user-specified comfort level, we can see that the HVAC system is 
turned on when the temperature drops below that level. 
 

 Reward: During the control period, the cost of energy usage is added to the cost of comfort 
deterioration, which is defined as follows: 

(2) 
 

The HVAC system's energy cost is represented by the first component in Eq. (2), where 
λ retail(t), EHAVC(t), and t, respectively, denote the Δt control interval, power consumption, 
and retail price; the subsequent term addresses the punishment for client solace infringement, 
still up in the air as follows. 

 (3) 
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Tth has a low value, which is a threshold used in Eq. (3). If the magnitude of the temperature 
deviation is less than Tth, it is disregarded. The dead band in the HVAC system makes it 
difficult to maintain the desired interior temperature at all times. There's wiggle room for the 
thermostat inside the house because of the threshold.  
Since the prize incorporates the energy cost and the punishment, multi-objective limit is 
provoked by relegating various loads to the two goals, proposed by ωc and ωp in Eq. ( 2). The 
reduction of r(t) is a clear goal of air conditioning warm control, which is the cost of energy 
consumed in addition to the penalty incurred throughout the control cycle, to the bare 
minimum: r(t): ΣNT t=1r(t). As a result, a multi-step decision-making dilemma arises from the 
need of a long-term control approach to forestall the effects of unknowable future conditions. 
 
Considering the abovementioned, this study utilizes the sans model profound RL way to deal 
with manage the imperceptibility inborn in the multi-zone Business/Market air conditioning 
control issue. To be effective, the sans model RL approach requires no earlier information on 
the climate or state changes. It learns from the results of its decisions and exchanges 
information with its surroundings over time to improve its decision-making process.This 
manner, mistakes made in forecasting due to unknown variables, as well as those made in 
measuring the thermal mass of a structure, may be avoided. In the following paragraphs, we 
will go into further depth about the deep RL approach. 
 
3. A DDPG-BASED MULTI-ZONE HVAC CONTROL STRATEGY 
3.1 Methods in deep reinforcement learning: a quick overview 
The RL approach is an AI procedure for further developing MDP dynamic systems. The MDP-
specified reward serves as an input for the RL algorithm's evolutionary process. If the reward 
for continuing in the present direction is high enough, the algorithm will continue to look there, 
and vice versa. When there are time limitations or a hidden state space involved in a decision, 
the RL approach excels. 
 
The two most prevalent types are policy-based and value-based RL techniques. The 
approaches to activity assessment are where the two methodologies diverge. Esteem based RL 
assesses the Q worth of a state-movement pair (s,a), which is the all out compelled reward 
starting from performing activity an at state s, though procedure based RL produces 
probabilities of all potential activities at the ongoing status and chooses the activity with the 
most noteworthy probability. 
 
The main RL strategy utilizes a DNN combined with RL. In significant RL, the DNN is utilized 
as a backtracking device for foreseeing the Q regard (in accordance with the worth based RL 
strategy) or the development likelihood (in accordance with the method based RL approach). 
Figure 3 depicts a typical DNN layout for RL regression. 
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Figure 3: Approximating functions in RL using a DNN framework. 

 
To perform significant level control for extremely confounded circumstances, for example, 
those with persistent state space or activity space, without the plain limits is the major 
advantage of the profound RL approach over the customary RL technique. In contrast to 
traditional Q realising, which uses an actual Q table to record all possible activity levels, 
advanced RL creates a more rounded relapse model. On account of constant control, this 
summed up relapse model gives more strong and versatile strategies against obscure 
circumstances. Straight Support will act as a substitute for esteemed based profound RL 
strategies, and the DPG approach will act as a representation of strategy based profound RL 
techniques. Then, at that point, the DPG strategy, a ceaseless control technique that 
consolidates the previously mentioned approaches, will be described in depth as a means of 
determining an ideal multi-zone Commercial/Market HVAC management strategy. 
 
3.3 The DDPG allows for constant temperature and humidity regulation in a building 
1) The DDPG: A Brief Overview 
The DDPG technique was developed for the exclusive purpose of dealing with issues involving 
continuous variables. Rather than the Straight Assistance or DPG, where the DNN creates the 
Q values or development probabilities of all potential exercises for the master to pick, the 
designation "deterministic" in the DDPG indicates that there is only one output from the DNN, 
which is not fixed in stone. Since there is just one such device, the action space may be 
continuously defined. 
The fact that the DDPG combines Linear Reinforcement with the DPG is an additional benefit. 
The DDPG utilizes two brain organizations: the entertainer organization, which is responsible 
for assembling the DPG, and the critic network, which is in charge of putting together the 
linear reinforcement. The roles they play are outlined below. 
 
The entertainer network gets the present status and plays out a deterministic activity; the 
current status and the action made by the performer network are dealt with into the savant 
association, in which the value of the state-action pair, Q, is sent. Utilizing this new Q esteem, 
the entertainer organization's settings will be changed. The entertainer organization's 
misfortune capability is the greatest squared blunder (MSE) of the Q esteem, as per DPG 
rationale, while the pundit organization's misfortune capability is the mean squared mistake 
(MSE) of the Q esteem (Direct Support). Taking everything into account, the entertainer 
network is answerable for choosing acts, while the pundit network assesses the picked activity. 
 
The algorithm first obtains state information for the external environment, such as temperature 
and retail price value, as shown in Fig. 4. In addition to the state information, the algorithm 
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receives a job ID from the external environment, which is a 0-1 binary variable indicating 
whether the situation is cooling or heating. The task ID is a crucial indicator of the current task 
that the actor is working on. The state parameters will then be normalized. Normalization is 
required because the state characteristics of the two jobs can differ greatly. For example, in the 
cooling scenario, the outdoor temperature is substantially higher than in the heating scenario. 
Data that is not normalised might cause algorithm divergence. The concatenation of the 
normalised state parameters with the task ID is then delivered to the deep neural networks. The 
DDPG method employs two types of neural networks: the actor network and the critic network. 
The actor network generates HVAC control actions, while the critic network computes the Q 
value as an evaluation of the chosen action. There is also a behaviour network and a target 
network for both the actor network and the critic network. The control action is produced by 
the behaviour network, while the target network generates a target value for the behaviour 
network to learn, which is analogous to labelled data in supervised learning. The target network 
aids in the stabilization of the training process. The DDPG algorithm has four neural networks 
in total. Figure 2 also shows the structure of each neural network. 
 

 
Figure 4. Multi-task DDPG for multi-zone HVAC control 

 
What's more, like the Straight Support approach, two brain organizations — an objective 
organization and a conduct organization — are built for both the entertainer organization and 
the pundit network in the DDPG. This implies there are a sum of four brain organizations. 
Utilizing the objective organization assists keep the calculation's union with steadying. The 
DDPG calculation is depicted in additional profundity in the following segment. 
 
2) Algorithm DDPG for Optimal HVAC Control Design 
In [27], we find the foundations for the specialised version of DDPG that we propose here. 
Similar to Linear Reinforcement, an actor network is constructed using the DDPG method to 
choose a deterministic activity. The DDPG calculation utilized is made sense of more 
meticulously underneath. 
Prior to initiating their respective target networks, we randomly initialize the actor network 
and the critic network, both of which are neural networks. The system state is initialized at the 
start of each cycle, and the current actor network is used as the setpoint for selecting an HVAC 
control action. In order to encourage the algorithm to further investigate the chosen action, 
some noise is included. 



MARGINAL ADAPTATION OF TWO TYPES OF MONOLITHIC PRESSABLE CROWNS SUPPORTED BY DIFFERENT IMPLANT ABUTMENTS 
AFTER THERMO-MECHANICAL FATIGUE 

 
Journal of Data Acquisition and Processing Vol. 38 (4) 2023      1226 

 

During the full t period, the specified action is carried out in the environment while the outcome 
states and rewards are monitored. For the purpose of training an algorithm, the state transition 
(s(t), Setptz(t), r(t), s(t + t)) is recorded in a replay buffer. Once enough transitions have been 
gathered, a random subset of transitions are used to update the parameters of the actor network 
and the behaviour network. The assumption of independence and uniform distribution in the 
learning model may be preserved by the use of random selection, which can sever temporal 
connections between transitions. The efficiency with which the transitions may be used is 
further improved by the fact that they can be sampled several times.  
 
In response to the loss functions, adjustments are made to the Q and of the neural network. The 
mean squared mistake (MSE) between the objective Q respect and the genuine Q respect is 
utilized to portray the blunder making ability of the predominant scholarly union. The objective 
Q esteem is the sum of the continuing prize and a limited Q esteem from the objective pundit 
organization "Q," where is the contrast error, for the new control stretch "t + t," where is the 
discount variable. Subsequent to deciding the misfortune capability, the Q conduct pundit 
organization's boundaries are changed utilizing the angle. The pace of learning is denoted by 
ηQ . 
 
The actor network's loss function is designed to optimize the quality factor (Q): 

(5) 
 
The actor network (s;)  is used to provide the solution a(i)(t) in Eq.  The chain rule is 
utilized to work out the Q worth's slope according to.While the conduct network is continually 
being refreshed, the objective pundit organization and target entertainer organization's 
boundaries,Q and , are changed at a slower pace. This more gradual update serves to 
strengthen the reliability of the learning process. 
 
4. RATING PERFORMANCE 
Here, we prove the benefits of the DDPG method by simulating it with real-world data and 
comparing it to the linear reinforcement-based discrete control method and the benchmark 
cases. This is done so as to show that the DDPG method is the superior choice for multizone 
Commercial/Market HVAC systems. 
 
4.1 Modelling and simulation setting 
Real-world weather data is used for training and testing in a two-zone house HVAC model 
[28] from 1/1/2021 to 31/12/2021 for 8 different zones (TOUT, ITUZ1, ITUZ2, TCWZ2, 
TCH2, TDICZ1, TIECZ1, and TDXZ1). The goal of using such a dynamic pricing sequence 
is to test the deep RL agent's ability to decode market signals and adapt its control tactics 
accordingly. It is also believed that the user's minimum acceptable degree of comfort fluctuates 
144 times every day. 
 
The RL agent's control interval is set at 10 minutes Δt = 10.  
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Since we only care about how the HVAC system affects heating, we chose the November 
weather data for training.Each training session is considered one episode. Each episode will 
provide 24 transitions of the form (s(i)(t), Setpt(i) z (t), r(i)(t), s(i)(t + Δt)).  The RL agent 
learns from 10,000 simulated events. After the RL agent has been trained, it will be used in 
further tests under varying environmental circumstances. 
 
4.2 Deep RL's DNN architecture design 
The DDPG's actor and critic network architecture is laid out in full in Table 1. Linear 
reinforcement learning's architecture is included for reference, as well. The present 
configurations of the DDPG model and the linear reinforcement learning model are the best of 
many potential outcomes gained via trial and error. 
 
Table 1: The DDPG and Linear RL algorithms both make use of a DNN-based framework. 

Algorithm 
DDPG 

Linear RL critic 
network 

actor 
network 

Input Size [1,7] [1,5] [1,5] 
Number of 

Secret Levels 
2 2 2 

the thickness of 
each covert 

layer 

[7,20], 
[20,10] 

[5,20],[20,10] [5,20],[20,10] 

Quantity of 
results 

[1] [2] [25] 

The secret 
layer's 

activation 
function 

ReLU ReLU ReLU 

Rate of 
learning(η) 

0.001 0.01 0.01 

Payoff 
significance 

ωc : 10,  ωp : 1  

 
The scalar estimated Q value is output by the critic network in the DDPG method, whereas the 
actor network outputs the setpoint for each zone after receiving the vector of state variables 
and the vector of action variables as inputs. Despite the fact that the setpoint is a consistent 
variable, there is dependably a scope of it by and by to keep clients agreeable.Accordingly, the 
entertainer organization's result layer utilizes tanh as the actuation capability, restricting the 
result to the stretch [-1,1]. Setptz = Tlower + ΔT·(yout + 1), yields the genuine setpoint, where 
yout is the entertainer organization's result and ΔT is the set point's upper reach. ΔT is set to 
2oC in the reenactment.As a result, the DDPG RL model chose a value for the setpoint that is 
between [Tlower, Tlower + 2]. 
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The outputs of the Linear RL algorithm are identical to the inputs. With a stage size of 0.5 oC, 
we discretize the setpoint space to meet the requirements of Linear RL's discrete action space. 
This means the 2-zone HVAC system has 25 possible configurations, with 5 actions each zone. 
A vector of 25 Q values, each of which represents a unique set of actions, is what you get when 
you run Linear RL. 
 
4.3 Effectiveness of Real-Time Climate Control 
1) The DDPG and Linear RL algorithms have reached convergence. 
In this section, we provide the average gains made after each training session in the DDPG and 
the linear RL. In the first few episodes, returns seem to be on average higher than in the last 
few. This happens because an arbitrary training day is chosen for each episode. On days with 
moderate exterior temperatures, the energy cost and penalty of exercise may be relatively low, 
and vice versa. As training progresses, however, more episodes are added, decreasing the 
average return. However, the DDPG RL approach often yields greater returns than does the 
Linear RL approach. The linear RL model's output is higher than the DDPG RL model's, and 
after 10,000 episodes, the combination of actions has not been thoroughly explored, resulting 
in a lower average return. The algorithm used for present research work are as follows: 
 
def train(env, ENV_NAME, training_steps): 
nb_actions = env.action_space.shape[0] 
agent = build_agent(env.action_space.shape[0], env.observation_space 
agent.compile(Adam(1r=.001, clipnorm=1.), metrics=['mae’']) 
agent.fit(env, nb_steps=training_steps, visualize=False, verbose=1, | 
agent.save_weights('results/weights/ddpg_{} weights.h5f".format(ENV_| 
agent.test(env, nb_episodes=1, visualize=False, nb_max_episode_steps 
def test(env, ENV_NAME , num_episodesf): 
nb_actions = env.action_space.shape[0] 
agent = build_agent(envjaction_space.shape[0], env.observation_space 
agent.compile(Adam(1r=.901, clipnorm=1.), metrics=['mae"]) 
agent.load_weights('results/weights/ddpg_{}_weights.h5f".format(ENV_I 
agent.test(env, nb_episodes=num_episodes, visualize=False, nb_max_ep 
if __name__ == “_main__": 
 
Figure 4 shows that the Converge of Linear RL and DDPG RL model for all episodes of 
different zones. From the figure 5 it is observed that the Converge of Linear RL model is very 
less as compared to DDPG model who’s Converge is 100 % all episodes. 
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Figure 5: Converge of Linear RL and DDPG RL model 

 
2) Computational Per Unit Efficiency 
Using the real-world data from [34], the DDPG RL agent is trained and then used to 20 test 
days in January 2021 to provide the best possible HVAC management plan. The whole 
examination process takes no more than eight minutes. The software utilizes the free and open-
source TensorFlow framework for deep learning and is developed in Python 3.6. The platform 
consists of a laptop equipped with 16.00 GB of RAM and a 2.8 GHz Intel®CoreTM i7- 7600U 
CPU. 

 
Figure 6: Per Unit efficiency of DDPG for different zones 

 
Above figure 6 shows that the Per Unit Efficiency of DDPG RL model for Different zones 
such as TDECZ1, TIECZ1 and TDXZ1. The light green color in above figure 3 shows that the 
higher Per Unit Efficiency for most of the episodes which is lies in between 1.3 to 1.4. 
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3) Comparison of the DDPG with the Linear RL model 
Table 2: Comparison of the DDPG model with Linear RL model 

Type of 
Model 

Total 
Samples 

% 
Converge 

Mean 
(Steps) 

Min (Steps) Max (Steps) 

Linear 
model 

10,000 56% 115.4 5.0 200.0 

DDPG 
Model 

10,000 100% 9.9 3.0 20.0 

 

 
Figure 7: Mean step required for Convergence of Sample for both the models 

 
After step of Convergence we count the mean number of step required for converge of the 
episode and rewards. The mean number of step taken by Linear is 115.4 which is very higher 
that Steps taken by DDPG model and it’s also time consuming too. Mean steps taken by DDPG 
model is only 9.9. The mean and maximum step taken by both the model also mentioned in 
above table 2. Figure 7 shows that the proper difference between numbers of steps taken by 
each selected model. 
 
4) Temperature of selected zone 
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Figure 8: Temperature of TZ1 

 
Temperature range in Zone 1 and Zone 2 after the application of designed model for controlling 
temperature of Commercial/Market building as shown in Figure 7 and Figure 9. In zone one 
control temperature lies between 28.4 ℃ to 28.8℃, besides in zone 2 this temperature lies in 
between 20 ℃ to 30 ℃. This minimization of temperature possible by DDPG RL algorithm 
model.  
 

 
Figure 9: Temperature of TZ2 

 
3. CONCLUSION 
In this study, the DDPG RL technique is used to regulate a commercial/market HVAC system 
with many zones in order to reduce energy costs without sacrificing comfort. Using DNNs, the 
DDPG can keep the temperature and humidity in the building at a constant level. The 
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simulation results demonstrate that a well-trained DDPG RL expert can act wisely to adjust 
the various improvement targets, and that it can also acquire speculation and flexibility to 
concealed climate, recommending its true capacity for future web-based applications in 
tackling MDP issues with stowed away data or with consistent pursuit space. 
 
The RL-based control method's stability will be further enhanced by research on two main 
areas in the future: 
1) The deep RL agent must first master the ability to adjust to a variety of seasonal conditions 
by automatically switching between cooling and heating modes of operation in order to provide 
HVAC customers with cost-effective management techniques over a year-long period;  
2) The deep RL specialist should have the option to learn a set point plan that takes client 
preferences into account more in order to provide HVAC management strategies that are more 
flexible. We can increase the deep RL agent's adaptability and resistance to the uncertainties 
that arise in real-world applications by exploring these two directions. 
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