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Abstract: 
Academic performance prediction is a challenging task in today's education system, and its 
analysis plays a crucial role in enhancing the quality of education and supporting decision-
making. Evaluating students' performance is of utmost importance for educational institutions 
as it enables academic leaders to make informed decisions using the vast amount of available 
data and various algorithms. Clustering, a process of grouping objects based on their 
similarities is employed in this research to analyze students' performance. Specifically, the K-
Means clustering algorithm is utilized to cluster students based on their academic 
characteristics. This research paper explores the application of data clustering, focusing on the 
K-Means algorithm, to evaluate students' performance. The findings of this study contribute to 
the understanding of student performance analysis and provide valuable insights for academic 
leaders to make data-driven decisions. 
Keywords: Clustering, K-Means Clustering, Students’ Academic Performance  

1. INTRODUCTION 
Clustering analysis holds significant importance in the field of education and student data 
analysis.Clustering techniques in student performance analysis offer numerous benefits to 
educators and academic institutions. By identifying clusters of students with similar 
characteristics, such as learning styles, preferences, or aptitudes, educators can design 
personalized learning plans and provide targeted resources and activities to enhance student 
engagement and achievement. Clustering algorithms also enable early identification of at-risk 
students, helping institutions intervene with timely support and interventions to improve 
outcomes and increase retention rates. Moreover, clustering analysis facilitates the formation 
of diverse and balanced student groups for collaborative learning, fostering peer-to-peer 
knowledge sharing and collaboration. It also aids in curriculum planning and resource 
allocation by identifying clusters of students with similar learning needs or subject preferences, 
allowing institutions to optimize their course offerings and develop targeted interventions. 
Finally, clustering analysis provides valuable insights for academic leaders and policymakers, 
supporting data-driven decision-making and enhancing the overall quality of education and 
institutional effectiveness. It empowers educational institutions to leverage the available data 
and improve the educational experience and outcomes for all students. 
The K-Means clustering algorithm can be highly relevant in predicting student clusters by 
grouping students based on their similarities and patterns. It is a popular unsupervised machine 
learning algorithm that aims to partition a dataset into distinct clusters. The algorithm assigns 
data points to clusters in a way that minimizes the variance within each cluster while 
maximizing the variance between clusters. In the context of predicting student clusters, K-



PREDICTIVE CLUSTERING OF STUDENT DATA USING THE K-MEANS CLUSTERING ALGORITHM: A COMPREHENSIVE ANALYSIS 

 
Journal of Data Acquisition and Processing Vol. 38 (4) 2023      1744 

 
 

Means can be applied to various educational datasets, such as student performance records, 
demographic information, or engagement metrics.  
It is important to note that while K-Means clustering can provide valuable insights and facilitate 
decision-making in education, it should not be seen as a definitive solution. Clustering 
algorithms are sensitive to input data and assumptions made during the analysis. Therefore, it 
is crucial to consider other factors, such as expert knowledge, domain expertise, and qualitative 
information, to validate and interpret the results effectively. The objective of this research is to 
explore the application of the K-means clustering algorithm for evaluating students' academic 
performance, to assess the effectiveness of data clustering in analyzing students' performance 
and identifying meaningful clusters. 

2. LITERATURE REVIEW 
Clustering techniques have been widely employed in student data analysis to gain insights into 
student behavior, performance patterns, and learning preferences. Several studies have 
explored the application of clustering algorithms in this context. Here is a brief review of 
existing literature on clustering techniques and their applications in student data analysis: 

1. Huang, J., & Li, C. (2018). Cluster analysis of e-learning students' data based on K-
means algorithm. Proceedings of the International Conference on Information Science 
and Education, 1-6. This research paper presents a study on applying the K-Means 
algorithm to cluster e-learning students based on their learning behaviors. It analyzes 
the clusters to understand student engagement and performance, aiming to improve 
personalized learning support. 

2. Garg, S., & Sharma, M. (2019). Clustering Algorithms for Educational Data Mining: A 
Comprehensive Review. International Journal of Intelligent Systems and Applications 
in Engineering, 7(6), 8-19. This review paper provides an overview of various 
clustering algorithms used in educational data mining, including K-Means, DBSCAN, 
and hierarchical clustering. It discusses their applications in student performance 
analysis, course recommendation systems, and identifying student profiles. 

3. Wang, S., Chen, H., Zhang, Y., & Wang, X. (2019). An adaptive learning 
recommendation approach based on K-means clustering. IEEE Access, 7, 28267-
28276. The study utilized the K-Means algorithm to cluster students based on their 
learning preferences and behaviors. The clustering results were used to generate 
personalized learning recommendations for individual students. 

4. Elsalamouny, E. H., AbdelSalam, M. A., & El-Gayar, E. (2021). Clustering-based 
recommender system for enhancing student performance in e-learning environments. 
Journal of King Saud University-Computer and Information Sciences, 33(2), 183-192. 
The study presents a clustering-based recommender system that uses the K-Means 
algorithm to cluster students based on their learning behaviors and preferences. The 
system provides personalized recommendations to enhance student performance in e-
learning environments. 

5. Zheng, Y., & Zhao, W. X. (2021). Understanding student performance: A clustering-
based approach. IEEE Access, 9, 40110-40122. This paper proposes a clustering-based 
approach using the K-Means algorithm to understand student performance based on 
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their engagement, performance, and demographic data. The clustering results help in 
identifying student groups with different performance patterns and characteristics. 

6. Pereira, C., & Costa, P. J. (2021). Clustering higher education students' academic 
trajectories: An approach based on K-means algorithm. Expert Systems with 
Applications, 182, 115055. The study utilizes the K-Means algorithm to cluster higher 
education students based on their academic trajectories. The clustering approach helps 
in identifying distinct groups of students with similar patterns of course enrollment and 
academic performance. 

7. Masrom, M. A., &Husin, M. R. (2021). Students clustering using k-means algorithm 
for e-learning recommendation. International Journal of Recent Technology and 
Engineering, 10(2), 3250-3255. This paper presents a student clustering approach based 
on the K-Means algorithm for generating personalized e-learning recommendations. 
The clustering results help in identifying student groups with similar learning 
preferences, enabling tailored recommendations. 

Clustering techniques, particularly the K-Means algorithm, have found diverse applications in 
student data analysis within the field of education. These studies emphasize the use of 
clustering algorithms such as K-Means, DBSCAN, and hierarchical clustering to identify 
student profiles, behavior patterns, and predict performance. They showcase the algorithm's 
effectiveness in grouping students based on their characteristics and behaviors, enabling 
personalized interventions, recommendation systems, and adaptive learning environments. The 
research highlights the ongoing relevance and application of K-Means clustering in education, 
emphasizing its utility in personalization, recommendation systems, and understanding student 
performance. 
 

3. THE K-MEANS CLUSTERING ALGORITHM 
FLOW CHART OF K MEANS CLUSTERING ALGORITHM 
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Figure 1: Generalised Pseudocode of Traditional k-means [5,8,9,18,25,27] 

GENERALISED PSEUDOCODE OF TRADITIONAL K-MEANS 
Following figure shows traditional generalized Pseudocode for k-means 

Step 1:  Accept the number of clusters to group data into and the dataset to cluster as input values 

Step 2:  Initialize the first K clusters  

 - Take first k instances or 

 - Take Random sampling of k elements 

Step 3:  Calculate the arithmetic means of each cluster formed in the dataset. 

Step 4:  K-means assigns each record in the dataset to only one of the initial clusters - Each 
record  

  is assigned to the nearest cluster using a measure of distance (e.g Euclidean distance). 

Step 5:  K-means re-assigns each record in the dataset to the most similar cluster and re-
calculates  

  The arithmetic mean of all the clusters in the dataset. 
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4. EXPERIMENTAL ANALYSIS AND DISCUSSION 
From the experimental point of view, the dataset is created by importing basic data set of 
students from Kaggle. Data set name students-performance which contains the attributes 
"gender", "race/ethnicity", "parental level of education", "lunch", "test preparation course", 
"math score", "reading score", "writing score" with one thousand records in it. All the above 
information will be consolidated as a whole form into complete dataset for the proposed 
methodology. 
In this research, all the pre-processing on the data is done by using different libraries from 
Python such as Pyspark etc.Student academic performance is predicted based on multiple input 
attributes. Algorithms such as, K-means are used on the input attributes to generate a 
classification model in-order to predict academic performance of students. 
After applying the K means algorithm, for Elbow method, we got the value of K and its 
corresponding cost. We have plotted Elbow graph which is used to predict the students’ 
performance. Again, after applying the same K means algorithm, we got the value of K and its 
corresponding Silhouette score, with which we could plot Silhouette graph. 
 
K-means algorithm implementation  
The k-means algorithm is implemented as i) for all attributes in dataset and ii)for last 4 columns 
in dataset; following steps are implemented: 
 

1. Vector assembler is used to assemble the data in to single columnvector which yielded 
thedf_features. 

2. Then StandardScaler is used it creates another column i.e., df_standardized are 
generated. StandardScaler removes the mean and scales each feature/variable to unit 
variance. 

3. PCA features are extracted using in new column i.e., pcaFeatures are generated.  
 

Vector assembler: -The Vector Assembler is a feature transformation tool commonly used in 
machine learning and data processing pipelines. It is typically applied in the context of feature 
engineering, where it combines multiple input columns or features into a single vector column. 
This process is useful when you want to consolidate multiple features and treat them as a single 
feature vector, which is often required by machine learning algorithms. 
 
Standard Scaler: -The StandardScaler is a popular feature transformation technique used in 
machine learning to standardize or normalize numerical features. It rescales the features so that 
they have zero mean and unit variance. This transformation is often performed as a 
preprocessing step before applying machine learning algorithms that require standardized input. 
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FIG 2:  ELBOW PLOT AND SILHOUETTE SCORE PLOT FOR ALL COLUMNS  

Principal Component Analysis: - PCA is a popular unsupervised learning technique for reducing 
the dimensionality of data. It increases interpretability yet, at the same time, it minimizes 
information loss. It helps to find the most significant features in a dataset and makes the data 
easy for plotting in 2D and 3D. 

 
Above steps are used to create input and the elbow plot and silhouette score plot id plotted to 
identify proper clustering. 
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FIG 3. ELBOW PLOT AND SILHOUETTE SCORE PLOT FOR LAST FOUR COLUMNS  

The Elbow Method: This is one of the most popular methods to determine the optimal number 
of clusters. It is a little bit simple approach. In this method, we calculate the cost which consists 
of sum of squared distances of points to their nearest centres. The drawback of Elbow method 
is that sometimes we cannot get the optimal value of k. We can get the ambiguous value of k. 
In such ambiguous situation, we have to use the Silhoutte method. 

The Silhoutte method: This method estimates a value which shows how a point is closer to its 
own cluster as compared to other clusters. The value of silhouette coefficient is between -1 to 1 
[4].  

One cannot bypass the Elbow method and consider only The Silhoutte one. The Elbow method 
is used to get a rough estimate of k whereas Silhoute value method is used to get the exact value 
of k. Both the methods conjunctively form a tool for us to take confident decision for the 
determination of value of k. 

In the above plots i.e. for all columns in Fig. 2A and 2B i.e. Graph of Vector Assemblerand 
Standard Scaler, we see elbow plot in which we have to see the first or most significant turning 
point of the curve which is visible as an elbow which suggest the right number of clusters [4]. 
In this case, it can be 4 or 5. The Silhouette score reaches its global maximum at the optimal k. 
This should ideally appear as a peak in the silhouette values versus-k plot. But there is no clarity 
with the Silhoutte plot. There is no a clear maximum or minima visible. In the plots Fig. 2C i.e. 
Graph of PCAFeatures in elbow plot it can be 4 or 5 and with the Silhoutte plot it is 5 and as it 
is present in list of elbow point, so we can select 5 as a number of clusters for these. 

In the above plots i.e. for all last four columns in Fig. 3A and 3B i.e. Graph of Vector Assembler 
and Standard Scaler, we see elbow plot in which we have to see the first or most significant 
turning point of the curve which is visible as an elbow which suggest the right number of clusters 
[4]. In this case, it can be 4 or 5. The Silhouette score reaches its global maximum at the optimal 
k. This should ideally appear as a peak in the silhouette values versus-k plot. But there is no 
clarity with the Silhoutte plot. There is no a clear maximum or minima visible. In the plots Fig. 
3C i.e. Graph of PCAFeatures in elbow plot it can be 4, 5 or 6 and with the Silhoutte plot it is 5 
and as it is present in list of elbow point, so we can select 5 as a number of clusters for these. 

5. CONCLUSION 

In this paper we have taken student dataset of 700 records from Kaggle, we have applied K 
means algorithm on the dataset. Then vector assembler is used to assemble the data in to single 
(column) vector i.e., df_features are generated. Then StandardScaler is used it creates another 
column i.e., df_standardized are generated. PCA features are extracted using in new column i.e., 
PCAFeatures are generated. The df_features, df_standardized and pcaFeatures are used to create 
input and the elbow plot and silhouette score plot id are plotted to identify proper clustering. It 
is observed that for all attributes as well as for last four columns also the PCA features results 
looks good. In both case we get five clusters i.e. K is equal to five. This K is useful in future 
work for predicting academic performance of students. 
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