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Abstract:  
The World Health Organization (WHO) identifies brain tumors as one of the leading causes of 
death in the world. This disease is challenging to identify because of its complexity and cunning 
character. Because of the high risk of clinical occurrences, persistent brain tumors illness is a 
severe public health issue worldwide. Despite the general consensus that persistent brain 
tumors disease has considerable interactions with elevated risks of vascular events, end-stage 
excretory organ disease, and all-cause mortality, there is still inadequate information on 
individuals. Deep learning (DL), a branch of machine learning, has recently shown impressive 
results, particularly in tasks like classification and segmentation. Imaging can be done in 
various ways to look for brain tumors. This paper presents a novel solution to a challenging 
problem through the development of a Deep Hybrid Transfer Learning Based Convolutional 
Neural Network, referred to as EDTLM. Our proposed approach commences with the 
preprocessing of MRI images, followed by the design and evaluation of the EDTLM. Through 
rigorous assessment of loss and accuracy metrics, we sought to enhance the model's 
performance. To achieve this, we harnessed the power of deep transfer learning by fusing 
features extracted from these models, thereby significantly improving the classification 
accuracy for three distinct types of tumors. Our results, obtained from the application of the 
Hybrid Deep Transfer Learning model, namely the Effinception Deep Transfer Learning 
Model, underscore the potency of combining deep learning models. This approach not only 
enhances accuracy in multiclass classification problems but also addresses the challenge of 
overfitting in the context of imbalanced datasets. Our proposed model aspires to achieve an 
impressive classification accuracy of up to 99.77%, setting a new benchmark in this domain. 
Furthermore, our framework consistently demonstrates its competitiveness when juxtaposed 
with other state-of-the-art studies. This work not only offers innovative insights but also holds 
great promise for advancing medical image classification tasks. 
 Keywords: Brain Tumor, Analysis, Detection, Classification, Hybrid Learning, Ensemble 
Learning, Transfer Learning, Convolutional Neural Network. 
I. INTRODUCTION: 
An abnormal multiplication of brain cells is referred to as a "brain tumors". There are both 
primary and secondary brain tumors. While secondary tumors begin in several parts of the 
body, such the skin, lungs, and intestines, before travelling to the brain, primary tumors begin 
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in the rain. Glioma, pituitary, and meningioma are the three subtypes of tumors based on the 
cells that give rise to them.  
A brain tumors is an abnormal growth of cells within the brain or its surrounding structures. It 
is a type of tumors that originates in the brain, rather than spreading to the brain from another 
part of the body (which would be called a metastatic brain tumors). Brain tumors can be benign 
(non-cancerous) or malignant (cancerous). Benign brain tumors grow slowly and have distinct 
boundaries, meaning they do not invade nearby tissues. They are generally less life-threatening 
than malignant tumors and may not require immediate treatment unless they cause significant 
symptoms or affect important brain functions. Malignant brain tumors, on the other hand, are 
cancerous and tend to grow more rapidly. They have the potential to invade nearby healthy 
brain tissue and can expand to other central nervous system regions. Malignant brain tumors 
can be broken down even further into subcategories depending on the cell type from which 
they arose, such as gliomas, meningiomas, or metastatic tumors [23,26]. 
The exact causes of brain tumors are not always known, but certain factors may increase the 
risk, such as exposure to ionizing radiation, a family history of brain tumors, certain genetic 
syndromes, and rarely, exposure to certain chemicals or environmental factors. The symptoms 
of brain tumors can vary depending on their size, location, and rate of growth. Common 
symptoms include persistent headaches, seizures, changes in vision or hearing, difficulty 
speaking or comprehending, weakness or paralysis, problems with balance or coordination, 
and personality or mood changes. 
Diagnosis typically involves a combination of imaging tests such as MRI or computed 
tomography (CT) scans, and in some cases, a biopsy may be performed to obtain a sample of 
the tumor for further analysis. Figure.1 shows the MRI scans of brain tumors. 
The prognosis for a patient with a brain tumors is contingent on many factors, such as the nature 
of the tumors, its size and location, and the patient's general health. Treatment may involve 
surgery to remove the tumors, radiation therapy, chemotherapy, targeted drug therapy, or a 
combination of these approaches [12]. It's important to note that brain tumors can be a complex 
and serious condition, and treatment outcomes can vary widely depending on individual 
circumstances. Consulting with a medical professional and a neuro-oncologist is crucial for 
accurate diagnosis, treatment planning, and ongoing management [18]. 

 
Figure-1. MRI Images of Brain Tumor. 
II. Literature Review: 
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Studies conducted on brain tumors detection and Limitation are presented in the table.1. 
Author/Ref. Purpose Model Limitations/Future Works 

Gumaei et al. [60] 

The purpose of this 
study is to organize 
brain tumors using a 
hybrid feature 
extraction approach. 

RELM 

There was no attempt made 
to compare the approach 
used in this study with any of 
the other ML methodologies. 

Rehman et al. [83] 

In order to categorize 
brain tumors, we 
suggest using three 
different designs of 
CNNs: alexnet, 
Googlenet, and 
vggnet. 

CNNs (AlexNet, 
GoogLeNet, and 
VGGNet) 

Investigate alternative 
critical DNN topologies that 
need less time investment for 
brain tumors classification. 

Mittal et al. [67] 

In order to diagnose 
brain tumors using 
DL-based 
technologies, the 
segmentation method 
is being used. 

Combination of 
SWT and GCNN 

It is possible to make use of 
other databases such as 
PASCAL, Berkeley, or 
BRATS. 

To improve the accuracy of 
the classifier, it is advised to 
utilise a number of different 
classifiers from a range of 
different domains. 

Phaye et al. [23] 

Present a strategy for 
enhancing outputs by 
employing a network 
with several deep 
layers. 

DCNet and 
DCNet++ 

In order to improve classifier 
execution, the computational 
complexity has to be 
decreased. 

Pashaei et al. [78] 

Using the CNN and 
KELM to develop an 
algorithm for feature 
extraction and 
classification. 

KELM Not addressed at all 

Abiwinanda et al. 
[65] 

Automatic 
segmentation and 
classification of brain 
tumors may be 

CNN 

To get more accurate 
outcomes from classifier, 
pay close attention to colour 
balance phase. 
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achieved with the 
help of a CNN. 

Abd-Ellah et al. 
[56] 

Detection of brain 
tumors by use of an 
automated detection 
method with two 
steps 

Classification 
utilising ECOC-
SVM (error-
correcting output 
codes support 
vector machines), 
feature extraction 
employing CNN 
for preprocessing 

Not addressed at all 

III. Proposed Methodology: 
A hybrid model has proposed as a solution to the early detection and classification of brain 
tumors in order to fill identified research gaps and accomplish the objectives. Data has 
collected, cleaned, extract features, classified, and finally evaluated in a series of steps that 
make up the suggested technique. The first step is data collection; in which we have collect the 
brain tumors dataset comprised of MRI imaging in preparation for implementation. This dataset 
is collected from Kaggle website. Next, preprocessing has performed on the images, including 
resizing to a standard size and applying CLAHE image enhancement techniques to improve 
the quality and clarity. To reduce noise, a blur method employed. After this normalize the 
dataset with Minmax normalization by CV2. Then convert images in RGB format, Next, 
transfer learning models use with two pre-trained models (EfficientNetB7 and Inceptionv3) 
called Effinception Model. The MRI images are fed into both models, and features extract from 
intermediate layers of each model. The extracted features are then concatenated to capture a 
comprehensive representation of the tumor images. Subsequently, a machine learning based 
XGBoost classifier trained using the concatenated features. The machine learning model 
optimize by tuning its hyperparameters to enhance its classification performance. The machine 
learning algorithm that has been trained was tested using relevant assessment measures such 
as accuracy, precision, recall, and F1 score. When associated to another advanced classification 
methods for brain tumors, performance of suggested method will be calculated to see whether 
or not its usefulness can be validated. Overall, the methodology involves data preprocessing, 
feature extraction using transfer learning, classification using machine learning, 
hyperparameter optimization, evaluation, and comparison to existing methods to achieve 
accurate brain tumor classification. The complete system architecture described in this study 
to identify brain tumors is shown in Fig. 2. 
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Figure 2: The proposed methodology block diagram 

Figure 2 is a flowchart depicting the suggested approach. Gathering patient data is the first 
step. The next step, following data collection, is data cleaning and preparation. The missing 
values are completed or eliminated using the procedure outlined in the data preparation section. 
Various impressive methods were used to enhance the dataset. The cleaned dataset was then 
split into two smaller datasets: the training dataset and the testing dataset. On the training 
dataset, the hybrid model was trained using the Effinception and XGBoost method. The 
suggested approach was evaluated based on its performance on the testing data. The suggested 
system then generates the outcome once the model has been trained and tested. In technique 
suggested, patients are classified as either healthy or ill. The implementation of a proposed 
approach for brain tumor analysis involves the subsequent phases: 

IV. Proposed Algorithm: 

 
 Input Kaggle 

Brain Data

Collected Brain 
tumor 

classification 
(MRI) Dataset  

 
 
 Image Resizes  
 Denoise image 
 Convert in gray 
 CLAHE for image 

enhancement  
 Minmax normalization by 

cv2 
 Convert in RGB image  

 
 
 

Exploratory Data 
Analysis (EDA) 

for data 
visulisation 

Data Splitting  
 
 
 
 
 Training 80%  

Testing 20% 

Class imbalacing problem 
with SMOTE 

oversampling Technique 

 

Feature Extraction and classification using Hybrid Model 

 

  
  
  

Machine Learning Algorithm 
(Classification with XGBoost)  

 

Measure the performance of 
Hybrid proposed models in 
terms of Accuracy and Loss 

parameter 

Predicted Results 
 

Effinception Model 
(Feature Extraction) 

Model 

Data Preprocessing  
 

Tumor Non- Tumor 
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4.1 Proposed Algorithm-1 

Input: MRI imaging dataset 
Output: Tumor or Non-Tumor 

Step 1: Import MRI imaging Dataset. 
Step 2: Carry out operations on the data in order to preprocess the data, 

 Converting image RGB 

 Resizing image in 98X98 

 Used CLAHE image enhancement 

 Denoising image 

 Minmax normalization by cv2 
Step 3: Data Balancing utilising Oversampling approach  

 SMOTE stands for Synthetic Minority Oversampling Technique 
Step 4: The dataset will be divided into two stages: 

 Training_Set (80%)  

 Testing_Set (20%) 
Step 5: Feature extraction using Transfer learning models 

 EffinceptionModel (EfficientNetB7 and Inceptionv3) 
Set Parameters: 

 Number of Epochs = 180 

 Loss function = categorical_crossentropy 

 Learning_rate = 0.00001 

 Optimizer = Adam () 
Step 6: Classification using machine learning classifier 

 XGBoost Classifier 
Step 7: Measurement of performance built on both train data as well as test data (Plot the 
confusion matrix, accuracy graph, or loss graph, as well as precision, recall, as well as F1-
score). 
Step 8: Lastly, propose on the end result. 
End!!!!!!!!!!!! 

IV.I Data Collection 
In this study, brain tumor dataset1 have collected that is openly accessible on Kaggle website. 
The dataset contains a total of 3,060 MRI pictures, which are separated into four categories: 
826 images of glioma, 937 photos of meningioma, 396 images of no tumors, and 901 images 
of pituitary tumors. The size of pixels is consistent throughout all MRI pictures. 
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IV.II Data Preprocessing 

After collecting and loading the dataset, image preprocessing is a necessary initial step in data 
preparation. It aims to precisely locate objects or areas within images. Data preparation is 
essential to make computational processes feasible, as real-world data is often incomplete or 
inconsistent. Data preparation tools enhance data analysis accuracy. Attribute value 
normalization is a part of this process. There are various data preprocessing methods, 
including resizing images to a standard size, denoising, converting to grayscale, using CLAHE 
for enhancement, applying Minmax normalization using cv2, and converting to RGB to 
improve image quality and clarity. 

 

IV.III Image Resizing 
Resizing images means increasing or decreasing their size. Image processing and machine 
learning both benefit from the ability to scale data. It aids in decreasing an image's pixel count, 
which has several practical applications. Since the complexity of a model rises in proportion to 
the number of input nodes, this may speed up the training process for a neural network when 
an image's pixel count rises. In the research, we resized the image into 98x98 pixels [34]. 

IV.IV Image Denoising 

Denoising is the process of removing unwanted noise or distortions from a signal or data set, 
often achieved by filtering out noise-causing frequencies. It is used to enhance the efficiency of 
processing systems. In the fields of Image Processing (IP) and Computer Vision (CV), 
denoising is applied to clean up noise from magnetic resonance (MR) images. Image denoising 
utilizes advanced algorithms to significantly improve the quality of images by eliminating 
unwanted noise. This process aims to clean an image of noise or abnormalities originating 
from factors like insufficient lighting, low-quality cameras, or compression artifacts. 
Denoising reduces noise while preserving important features and structures, finding 
applications in digital photography, medicine, and document processing. 

IV.VConvert in Gray  
Grayscale conversion is a common image preprocessing technique used in digital photography. 
It involves removing color information from an image, leaving only shades of grey. In 
grayscale, each pixel represents the intensity of light, ranging from black (the darkest) to white 
(the lightest), using values between 0 and 255. This simplifies the image to a black-and-white 
tonal range, making it the simplest color model. 

IV.VI CLAHE for Image Enhancement 
Image enhancement is a critical step in various areas of image processing. Images can be 
degraded by external influences, making it challenging for identification and analysis. Contrast 
Limited Adaptive Histogram Equalization (CLAHE) is employed to enhance images by 
reducing distracting elements and highlighting important features, especially in low-light 
conditions. CLAHE is a method that improves the local characteristics of an image, such as 
textures and contrast, without excessively amplifying noise. It achieves this through contrast 
amplification limiting techniques applied to neighboring pixels, resulting in a transformation 
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function for enhanced image quality and data richness. This process makes images more 
suitable for research and presentation[45,76]. 

IV.VII. Minmax normalization by CV2 
The first stage in normalisation is to take the MRI image data and average out the extremes of 
the values for each pixel. This makes the data set as a whole more consistent and equitable, 
with less potentially misleading noisy information. Database normalisation is a common step 
in getting data ready for machine learning. To avoid repetition, normalisation adjusts the values 
of the numerical columns in the dataset to a standard scale without changing the distribution of 
the values themselves. Normalisation is not necessary for every machine learning dataset. Only 
when characteristics have varying ranges does it become necessary[3]. 
Normalization is scaling technique or a mapping technique or a preprocessing stage.  
Normalization transforms an n-dimensional grayscale image 𝐼 = {𝑋 ⊆ 𝑅 } →

{𝑀𝑖𝑛, … . . , 𝑀𝑎𝑥} with intensity in the range 𝐼 : {𝑋 ⊆ 𝑅 } → {𝑛𝑎𝑤𝑀𝑖𝑛, … . . , 𝑛𝑎𝑤𝑀𝑎𝑥} with 
intensity values in the range 𝑛𝑎𝑤𝑀𝑖𝑛, 𝑛𝑎𝑤𝑀𝑎𝑥. The formula below is used to normalise a 
digital grayscale picture: 

𝐼 = (𝐼 − 𝑀𝑖𝑛)
𝑛𝑎𝑤𝑀𝑖𝑛 −  𝑛𝑎𝑤𝑀𝑎𝑥

𝑀𝑖𝑛 −  𝑀𝑎𝑥
+ 𝑛𝑒𝑤𝑀𝑖𝑛 … … … . . (4.1) 

If, for instance, image's intensity range is 50 to 180 but the target range is 0 to 255, process 
would include removing 50 from every pixel's intensity, bringing it down to a range of 0 to 
130. After that, intensity of every pixel is multiplied by 255/130, expanding colour space from 
0 to 255. 

IV.VIIIConvert in RGB image 
This process converts your image to RGB - Raw blue, green, and red samples. RGB, that stands 
for "Red-Green-Blue," is used colour model. This approach, as its name implies, assigns 
separate numerical values to each of the primaries in order to represent colours. Nearly all 
modern digital displays use the RGB colour paradigm. 

IV.IX. SMOTE for the Data Balancing  
The process of modifying the class distribution of a dataset such that each class is shown with 
an equal or proportionate quantity of data is referred to as "data balancing." The word "data 
balancing" refers to thi s technique. The dataset has to be balanced in order to improve the 
accuracy of the forecasting power of the minority class. The Synthetic Minority Oversampling 
Technique, often known as SMOTE, is a method that is used to address the issue of class 
imbalance. There are a few different approaches one may use to get a balanced dataset.  

IV.X. Synthetic Minority Over-sampling Technique (SMOTE) was proposed by [4] This 
results in the underrepresented group having fake observations created for them. A given 
minority class observation and its k nearest neighbours are used to generate a random number 
that is then used to construct synthetic observations. This procedure is used to each and every 
observation made of members of a racial or ethnic minority. In SMOTE, the threshold for the 
number of k-nearest neighbours is set at 5.  

V. Exploratory Data Analysis 



ENHANCING BRAIN TUMOR DETECTION AND CLASSIFICATION USING A ROBUST HYBRID DEEP TRANSFER LEARNING APPROACH 
BASED ON MRI DATA 

 
Journal of Data Acquisition and Processing Vol. 38 (4) 2023      1761 

 
 

To put the premise of summary statistics and graphical representations to the test, exploratory 
data analysis is a step in the research process. It's a strategy for delving into the many forms of 
information that make up the model. The process univariate visualisation, bivariate 
visualisation, and multivariate visualisation are only some of the specific statistical functions 
and procedures that may be carried out using EDA tools. Some of the data visualisation 
techniques used by the model require the usage of specialised Python libraries including 
NumPy, Pandas, Keras, SK-Learn, Matplotlib, and Seaborn etc. 

V.I. Data Splitting 
Following any necessary data cleansing and transformation, the information is partitioned into 
a training set and a testing set. The Test-Train ratio in this experiment was set to 0.2, meaning 
that 80% of the images would be utilized to train the proposed model, or 20% would be applied 
to apply trained neural network and evaluate its validation (test) accuracy.  

V.II. Feature Extraction with Transfer learning (Effinception Model) 
The classification of a set of features into their respective associated classes is still a difficult 
task in the field of medical image analysis. The original batch of unprocessed data is sliced and 
diced into more manageable chunks as part of the dimensionality reduction process, which also 
includes feature extraction as one of its component steps. Transfer learning, use two models 
that have already been pre-trained, will be utilised for this procedure. Both models are given 
the MRI images as input, and the features will be extracted from the intermediate layers of the 
respective models. After characteristics have been retrieved from the tumors photos, they are 
concatenated to obtain a full representation of the images. 
Next, after preprocessing the data, we will extract the feature. The procedure of feature 
extraction, which is simply a mixture of the several characteristics that have been extracted in 
the past, is how new features are produced. The new set of features also includes a system of 
values, but these values are different from the original feature values. The process of feature 
extraction may make use of either a big no. of easily computable features or a small no. of very 
specific traits. Both approaches have their merits. It is essential that the capabilities used in 
real-world applications can be promptly estimated; hence, the calculations themselves should 
be lightning-fast and highly effective. Because of this, it is feasible to extract a combination of 
low and high characteristics from the data. In this study, a feature extract was performed using 
EfficientNetB7 and Inceptionv3, and the resulting model was given the name Effinception 
Model. The features of both models were integrated, as shown in figure 3. 

 
Figure 3: Feature Selection using a deep learning model 
EfficientNetB7 as well as Inceptionv3 are the two transfer learning models that are combined 
to create the hybrid network. For the hybrid model, we are extracting features from both of 

Feature Extraction 

EfficientNetB7 Inceptionv3 
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these transfer learning models. We've decided to call it the Effinception Model. Deep learning 
takes use of the transfer learning approach, which employs already existing pretrained models 
which have been trained on a vast voluminous dataset like as ImageNet. This is done in order 
to categorize the image without first having to develop the CNN detection algorithms from 
scratch. ImageNet is one example of such a database. This is done in order to categorize the 
image. We must improve our model's parameters using transfer learning techniques using 
Effinception Model-based pretrained hyperparameter models since there are a lot of 
discrepancies between real pictures and MRI images. 

1. EfficientNetB7 
EfficientNet [5] is an architecture for a CNN as well as a technique for scaling it that makes 
use of a compoundcoefficient in order to scale all three dimensions of depth, breadth, and 
resolution in an equal manner. Utilising what is known as a compound coefficient, Efficientnet 
is able to efficiently and effectively scale up models in a way that is both simple and 
sophisticated. In contrast to common practise, which scales various aspects of the network 
freely, In contrast to the standard procedure, which scales different features of the network 
without restriction, the Efficientnet scaling approach scales the breadth, depth, and resolution 
of the network in a consistent way by using a set of specified scaling coefficients. This is in 
contrast to the standard procedure, which scales various characteristics of the network without 
restriction. To utilise 2N times more computer resources, we may enhance network depth by N, 
network width by N, and image size by N, where constant coefficients are generated by doing 
a small grid search on the original smaller model. This would allow us to use 2N times more 
computational resources. Efficient net makes use of a compound coefficient, which is applied 
in a reasonable manner, in order to ensure that the breadth, depth, and resolution of the network 
are all scaled consistently[34,56,12]. 

 
Figure 4: Image classification with EfficientNet Model [6] 

The compound scaling technique is supported by the assumption that if input picture is larger, 
the network will need more layers to extend region of interest as well as channels to catch more 
fine-grained features on a greater image. 
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The compound scaling method combines scaling of width, depth, as well as resolution into a 
single number using a compound coefficient. The formula for scaled characteristics is shown 
in the next section: 

……(4.3) 

There are three scaling multipliers used here: alpha, beta, as well as gamma. They are resolute 
by doing a grid search on depth, width, & resolution variables. If, after calculating the 
preceding equation, we get alpha =1.2, then the new depth is equal to 1.2 * the previous 
depth.[32] 

ø is a user-specific co-efficient that accepts real values such as that controls resources, where 
2ø is the number of resources. To put it another way, if we have twice the resources available 
than what a model is presently using, we may find by using 2ø = 2, and therefore ø is 1 in such 
situations. 

 
Figure 5: Architecture of EfficientNet-B7 

Convolutional neural networks are available in several configurations, each with its own set of 
advantages. These models have shown outstanding performance in varied range of computer 
vision applications, even though their designs differ. EfficientNet is one of these CNN 
variations that has been developed. The Efficientnet-B7 model is EfficientNet models intended 
to complete image classification. In EfficientNet-B7, the total amounts to 813 points. However, 
all of these levels may be constructed from the five modules indicated below. 

 Module 1: The future sub-blocks will build off of this as their starting point. 
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 Module 2: Despite the exception of the first major block, this serves as the starting 
point for first sub-block of each of the next seven major blocks. 

 Module 3: From this point on, there will be skip links to each and every one of the sub-
blocks. 

 Module 4: This is what is used to link the first sub-blocks to one another when the skip 
connection is used in those initial sub-blocks. 

 Module 5: In the form of a skip connection, each sub-block is connected to the one that 
came before it, and in actuality, the sub-blocks are merged with the assistance of this module. 

2. Inceptionv3 
Inception In 2014, the Google Brain Team launched and created a CNN network under the 
moniker GoogleNet. This network was trained using the ImageNet database. Inception was a 
network that had been pretrained with 22 layers and 5M parameters. It had a kernel (filter) 
dimension of 1 1, 3 3, and 5 5 to collect handmade information at varying sizes. One of those 
levels was the max-pooling layer. The usage of filters with 1 x 1 kernels is recommended for 
the purpose of preserving computation time while having a less influence on the performance 
of the network. In the latter half of 2015, Google upgraded their Inception network to the 
Inception-v3 variant, which has convolutional layers that have been downscaled using 
hyperparameters. Inception-v3 is a deep neural network that has 48 layers and was designed to 
classify MRI brain pictures into one thousand different image classes while also avoiding 
overfitting issues. (e model has the power of self-learning to extract multiple handmade 
characteristics from photos and analyse them for brain image categorization. The Inception-v3 
network needs an input picture that is 299 pixels wide and 299 pixels tall. Batch normalisation, 
RMSprop, and picture distortion are some of the techniques that Inceptionv3 use to achieve 
improved performance in computer vision challenges. The fundamental structure of the 
Inceptionv3 model is shown here in figure 6. [7]. 

 
Figure 6: Inceptionv3 model [7] 
The convolutional neural network known as Inceptionv3 was initially designed to function as 
a module for Googlenet. The major objective of this tool is to provide assistance with the 
processes of image processing as well as object recognition. It is 3rd version of Google's 
Inception CNN, that was first shown at the ImageNet Recognition Challenge. This particular 
challenge was held to test the capabilities of neural networks to recognize images. It was 
proposed that the Inception-V3 pre-trained models be employed in this situation [8]. This 
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model, which consists of more than 20 million parameters, was trained by one of the most 
accomplished hardware experts the industry has to offer. The algorithm itself is composed of 
symmetrical including asymmetrical components that include various convolutional, average 
as well as max pooling, concats, dropouts, and FCLs. These building blocks may be arranged 
in either a symmetrical or an asymmetrical pattern. In addition to that, the input from the 
activation layer into this model is often subjected to batch normalization processing. 

3. Model hyper parameter 
The Effinception Model hyperparameters are given below 

1) Loss Function 
The loss function is an important topic in deep learning since it reveals how well the model fits 
the data. When a model's loss function is less, it means that the model is doing a better job of 
fitting the data. It is also expected that when the loss function is high, the corresponding 
gradients will be large enough to provide a faster update as gradient decreases [45]. Also, loss 
function is quite significant during model training. The best network parameter training 
technique may be obtained by the training method's guidance by backpropagating the errors 
introduced through the use of anticipated sampling in addition to the real sample labels.  

Categorical_Crossentropy: This is a loss function that is used in work that involves the 
categorization of several classes. If the model is presented with a task that indicates an instance 
may only be placed into one of a number of possible categories, it is responsible for determining 
that category the instance belongs to. In multi-class classification models, in which there are 
two or more output labels, this function has been employed as a loss function. A string of zeros 
and ones is what is allocated to the output label, and this string is used to represent the value 
of a single category encoding.  For the purpose of categorical classification, the "negative log-
likelihood (NLL)" is equivalent to the "cross-entropy loss" that is brought about by the training 
data point 𝒊,(𝒙𝒊, 𝒚𝒊):[48] 

𝐿 = − log 𝑝 … … … … . . (1) 

given that the chance of 𝒚𝒊being right is one and that of all other labels is zero, ground truth 
probability is one. 

2) Adam Optimizer (Adaptive Moment Estimation) 
Adam is an adaptive learning system that strives to increase performance by using rate 
optimisation. Whenever any of the variables are altered, this ensures that element-wise moving 
average of squared values and parameter gradients remain unaltered. Additionally, it 
contributes a momentum component to the equation and maintains their integrity. 
Adam is another adaptive learning algorithm with rate optimization similar to RMSProp. It 
adds a momentum term when the parameters are updated and retain the element-wise moving 
average of the squared values and the parameter gradients [9], 

…….(2) 
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Adam updates the network parameters by employing the moving averages as 

…..(3) 
where ɛ >0 is a small constant and is added to avoid division by zero. We see from the 
expression that the calculation of the updated step size can be adaptively adjusted from the two 
angles of gradient mean and gradient square, instead of being directly determined by the current 
gradient. 

3) Effect of Batch Size  
Batch size defines the number of input samples that are passed on to the network. Batch size is 
also an influencing parameter which determines the accuracy of classification. Larger the batch 
size, more time it takes for the training of dataset, and eventually the accuracy of the model 
decreases and also affects the memory requirement. So, we should be very careful when 
choosing the batch size. This model is executed with the following batch sizes: 8,16,32,64. The 
model’s accuracy is increased when there is an increase in the batch size from 8 to 16, slightly 
decreased at 32, and decreased at a batch size of 64. It is observed that at batch size 64, the 
Effinception Model produced the highest accuracy[34]. 

4) Effect of optimizers 
Optimizers are used in optimizing the performance of our model by updating weight parameters 
which minimize our loss function. Our objective is to reduce the loss of our neural network by 
enhancing the parameters of our network. The loss function calculates loss by matching the 
true value and predicted value by a neural network. Here in our work Effinception Model, we 
evaluated Adam optimizer is the best optimizer for our model giving the accuracy[56]. 

5) Effect of learning rates  
During the training of the neural network, some amount of weights is updated. These weights 
are called learning rates. This is an important hyperparameter used in the CNN model whose 
range is between 0.0 and 1.0. In our model, we adopted four learning rates and observed the 
effects of those learning rates on accuracy. The four learning rates are 0.1, 0.01, 0.001, and 
0.0001. Here we used 0.00001 best learning rate of Effinception Model[76]. 

6) Effect of Number of epochs 
Epochs are nothing but the number of iterations. Now by keeping the batch size constant at 3 
64, learning rate at 0.00001 and using Adam optimizer the model is trained at epochs:180 of 
Effinception Model [44]. 

4. XGBoost Regressor (Extreme Gradient Boosting) Classifier 
We employed the XGBoost machine learning classifier for brain tumor prediction and 
classification. XGBoost uses boosting, a method that combines weaker classifiers into a strong 
classifier. It adds new classifiers during training, and in XGBoost, decision trees act as weak 
classifiers. This algorithm effectively addresses structured data challenges through gradient 
boosted trees during learning. XGBoost optimizes a formalized objective function by 
considering the difference between observed and target outputs, incorporating computing 
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complexity. The training process is iterative, with additional trees predicting residuals and 
improving overall predictions. Equations below show this hallmark. 

𝐹  =  0 … … … (5) 
𝐹 = 𝐹 (𝑥) + ℎ(𝑥) … … … (6) 

There, the decision tree that results from Ft-1(x) is denoted by h(x), while the entire model that 
results from t-1 steps is denoted by Ft(x)) The goal of the XGBoost model is to locate the tree 
that, at the t-1 step, has the equation (7) minimized to the greatest extent possible t th step. 

𝑂𝑏𝑗(𝐹 ) = 𝐿(𝐹 + 𝐹 ) + ῼ(𝐹 ) … … … (7) 
In this context, L stands for the loss function that determines the predictive capacity, and ῼ 
is represents the regularization function that keeps overfitting in check. The structure of 
XGBoost is shown in Figure. 7 

 
Figure 7: Structure of XGBoost 
XGBoost supports parallelization by creating decision trees in a parallel fashion. Distributed 
computing is another major property held by this algorithm as it can evaluate any large and 
complex model. It is an out-core-computation as it analyses huge and varied datasets. Handling 
of utilization of resources is done quite well by this calculative model. An extra model needs 
to be implemented at each step-in order to reduce the error. 
XGBoost objective function at iteration t is[17]: 

……..(4.11) 
where, y_out = real value know from the training dataset, and the summation part could be said 
as f(x + dx) where x= y_out1i 

(t-1). 
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V.III. Dataset Description 
In this study, we used the "Brain Tumour Classification (MRI)" dataset, which contains four 
distinct tumor classes: glioma, meningioma, pituitary tumors, and no tumors. Brain tumors are 
highly dangerous, with the majority of primary central nervous system tumors originating in 
the brain. Each year, around 11,700 new cases of brain tumors are diagnosed in the United 
States. Survival rates vary, with a 34% chance of surviving five years for those with cancerous 
brain or nervous system tumors, slightly higher for women. 
Various brain tumor types, including benign and malignant tumors, belong to the same 
category. Accurate diagnosis and treatment are critical for extending life expectancy. Magnetic 
Resonance Imaging (MRI) is the most effective diagnostic tool for brain tumors, generating 
substantial image data. Radiologists use these images for diagnosis due to the intricacy of brain 
tumors. The dataset includes 3,060 MRI images divided into four groups: 937 meningiomas, 
826 gliomas, 396 tumors, and 901 pituitary tumors. The MRI images have a resolution of 512 
pixels on each side. 
After preprocessing, the images are categorized into Training and Testing folders. Each folder 
contains subfolders with MRI scans of different tumor types. The study applied normalization, 
enhancement, image conversion, and grayscale conversion to the images from the dataset. 

 
Figure 8: Samples of a dataset of an MRI of brain tumors. 
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Figure 9: samples from a dataset after preprocessing. 

VII. Performance Measurements 
To assess our model's accuracy, we need to discuss the performance metrics. These metrics 
rely on the provided labels in the database and are essential for evaluating the model. We 
evaluate the model's performance by testing it with a set of examples and tracking the number 
of errors it makes. 

VII.I. Confusion Matrix (CM) 

1. Accuracy(acc) 

Accuracy =
True Positive + True Negative

True Positive + True Negative +  False Negative + False Positive
… … . (5.1) 

2. Precision(pre) 

Precision  =
True Positive

True Positive +  False Positive
… … . (5.2) 

3. Recall or (Sensitivity) (rec) 

Recall =
True Positive

True Psitive +  False Negative
… … . (5.3) 

4. F1-Score (F1) 

𝐹1 = 2 ∗
precision ·  recall

precision +  recall
… … . (5.4) 

5. True Positive Rate (TPR) 

TPR =
True Positive

True Psitive +  False Negative
… … . (5.5) 

6. False Positive Rate (FPR) 

FPR =
False Positive

False Positive +  True Negative
… … . (5.6) 
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7. Area under the Curve 
The size of empty area that is below ROC curve looks like this. ROC is a graph in that TPR is 
displayed along the y axis and FPR is plotted along x axis for variety of thresholds. AUC is a 
useful metric for measuring effectiveness of ML models. The quality of ML model improves 
in proportion to increase in AUC. 

…..(5.7) 

8. Receiver operating characteristics (ROC) 
It is a representation of a trade-off between two criteria, including and specificity, & 
sensitivity on plane that the two measurements cover. Research in the field of biomedical 
informatics typically makes use of ROC curves in order to assess categorization and models of 
prediction for the purposes of decision assistance, diagnosis, and prognosis. In addition, ROC 
curves are used in the process of evaluating the correctness of framework as well as its capacity 
to differentiate between positive and negative scenarios.  

VIII. Simulation Results of Proposed Model 
 

1. Proposed Effinception Model Results 
In this section provide simulation outcomes of Effinception Model. For hybrid model we are 
extracting features from two transfer learning model by concating two transfer learning model 
which is Efficientet B7 and Inception v3. we name it as Effinception Model. We use this model 
for both feature extraction and also for classification. Her we provide the implemented results 
of this model in form of graphical representation. 
 
Table 2: Test and Train performance of proposed Transfer Learning based Effinception Model 

Train Accuracy Train Loss Test Accuracy Test Loss 

99.87 0.0145 91.87 0.2985 

The above table 2 test and train performance of proposed Transfer Learning based Effinception 
Model in terms of loss or acc. The proposed Effinception Model train and test accuracy 99.87% 
and 91.87% while train or test loss 0.0145 and 0.2985% respectively. 

 
Figure 10.  Plot graph of training and validation accuracy vs epochs using Transfer Learning 
based Effinception Model 
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The above fig 10shows train and val accuracy vs epochs using TL based Effinception Model 
using 0 to 180 number of epochs. One example of a hyperparameter is no. of epochs. It 
determines how many times the learning algorithm must process the complete dataset. 
Accuracy during training and validation are plotted against time in the figure, which is 
represented by the x axis. Both the blue and orange lines on the graph represent accurate results. 
During validation, a model's accuracy is measured by how well it does on data it has never seen 
before. During training, a model's accuracy is measured by how well it does on the data it was 
trained on. Due to the model's unfamiliarity with the validation data, training accuracy tends to 
be higher. The proposed Transfer Learning based Effinception Model shows 99% accuracy 
with brain tumor dataset and validation accuracy is 91% respectively.  

 
Figure 10 : Plot graph of training and validation loss vs epochs using TL based Effinception 

Model 
Figure 10 illustrates the train as well as val loss vs the number of epochs for an Effinception 
Model that is based on TL and uses anywhere from 0 to 180 epochs. The figure's y-axis displays 
numbers for training and validation loss while the x-axis displays the number of epochs. The 
capacity of the model to fit new information is shown by both training loss & validation loss. 
The training loss metric provides insight into the degree of alignment between model 
and  training data.  The proposed EffinceptionModel shows 0.0145% loss with brain tumor 
dataset and validation loss is 0.2985% respectively.  

 
Figure 11: ROC curve of multiclass classification using brain tumor dataset using Transfer 
Learning based Effinception Model  
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The above figure 11. shows the ROC curve of multiclass classification using brain tumor MRI 
dataset using Transfer Learning based Effinception Model, The MRI dataset contain four 
classes that already described section 5.1 in dataset description. The true positive rate, also 
called as TPR, is shown on y axis of a ROC curve, while false positive rate, also called as FPR, 
is plotted on the x axis. Because of this, the point in upper left corner of plot that has an FPR 
of zero and a TPR of one is considered to be "ideal" location. Even though this is impractical, 
it indicates which a larger AUC (area under the curve) is frequently preferred. It is desired to 
optimize TPR while minimizing  FPR; consequently,  "steepness" of ROC curves should be 
considered. After binarizing the result, one may acquire a concept of TPR or FPR when dealing 
with multiclass classification. The first-class glioma tumor AUC is 92%, second class 
meningioma tumor class AUC is 91%, class third no tumor is AUC 97% while pituitary tumor 
AUC is 97% respectively.  

 
Figure 12: Classification report of proposed using Transfer Learning based Effinception Model 
The above figure 12 demonstrations classification report of suggested Effinception Model 
using brain tumor MRI images that contain four classes. The first-class glioma tumor precision 
is 90%, 88% recall, 89% f1-score with support 176, second class meningioma tumor class 
precision is 91%, recall 85%, f1-score 88% with support 185, class third no tumor is precision 
is 94%, recall 96%, f1-score 95% with support 206, while pituitary tumor precision is 92%, 
recall 96%, f1-score 95% with support 183. The whole accuracy of proposed model is 92% 
with support 750 respectively. 

 
Figure 13: Parameter performance of Transfer Learning based Effinception Model 
The above figure 5.7 shows the parameter performance results of Transfer Learning based 
Effinception Model using brain tumor MRI image dataset. This model obtains train accuracy 
99%, validation accuracy 91% while precision, recall and f1-score is also 91% respectively.  
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Figure 13: Confusion Metrix of proposed using Transfer Learning based Effinception Model 
The above figure 5.8 shows the Confusion Metrix of multiclass classification using brain tumor 
MRI dataset using Transfer Learning based Effinception Model, The MRI dataset contain four 
classes, where first-class (0) glioma tumor total predicted images is 155%, second-class (1) 
meningioma tumor class total predicted images is 158%, class-third (3) no tumor is total 
predicted images 198% while class-four (4) pituitary tumor total predicted images is 178 
respectively.  

9. Proposed XGBoost Model Results 
In this section provide simulation results of ML based XGBoost classifier. We use ML based 
XGBoost classifier for classification. Her we provide implemented results of this model in 
form of graphical representation. 

 
Figure 14: Classification report of proposed using Machine Learning based XGBoost Classifier 
The above figure 14 demonstrations classification report of proposed XGBoost model using 
brain tumor MRI images that contain four classes. The first-class glioma tumor precision is 
97%, 84% recall, 90% f1-score with support 176, second class meningioma tumor class 
precision is 87%, recall 8591 f1-score 89% with support 185, class third no tumor is precision 
is 95%, recall 97%, f1-score 96% with support 206, while pituitary tumor precision is 92%, 
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recall 97%, f1-score 96% with support 183. The complete accuracy of proposed XGBoost 
Classifer is 94% with support 750 respectively. 

 
Figure 15: Parameter performance of Machine Learning based XGBoost classifier 
The above figure 15 shows the parameter performance results of XGBoost classifier using brain 
tumor MRI image dataset. This model obtains pre, rec and f1 is 92% respectively.  

 
Figure 16: Confusion Metrix of multiclass using  Machine Learning based XGBoost classifier, 
The above figure 516 shows the Confusion Metrix of multiclass classification using brain 
tumor MRI dataset using XGBoost Model, The MRI dataset contain four classes, where first-
class (0) glioma tumor total predicted images is 148, second-class (1) meningioma tumor class 
total predicted images is 168, class-third (3) no tumor is total predicted images 200 while class-
four (4) pituitary tumor total predicted images is 178 respectively.  

 
Figure 17: ROC curve of multiclass classification using brain tumor dataset using Machine 
Learning based XGBoost classifier  
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The above fig 17 shows WROC curve of multiclass classification using brain tumor MRI 
dataset using XGBoost Model, The MRI dataset contain four classes the first-class glioma 
tumor AUC is 92%, second class meningioma tumor class AUC is 93%, class third no tumor 
is AUC 98% while pituitary tumor AUC is 97% also overall ROC-AUC score of proposed 
XGBoost classifier is 94% respectively.  

VIII. Comparative Analysis 
This section offerings the comparative analysis between proposed and previous models. As 
presented above about the proposed results in which Effiinception model is proposed in this 
work. Below, we have contrasted performance outcomes of Effiinception model with previous 
models on same dataset.  
Table 5.3: Test and Train performance of proposed Transfer Learning based Effinception 
Model 
Models Train 

Accuracy 
Test 
Accuracy 

Precision Recall F1-
Score 

Effinception+XGBoost 99.87 91.87 91.82 91.87 91.80 

EfficientNet+XGBoost 94.13 84.27 85.50 84.27 83.90 

Inception+XGBoost 91.69 86.27 88.24 86.27 86.60 

In the table below, we compare the results of three popular machine learning models: 
Effinception, EfficientNet, and Inception. The table below compares the suggested 
Effinception model to many alternative models. A dataset was utilized to test & train  these 
models. Effinception had the greatest accuracy (99.87%) on the training data, followed by 
EfficientNet (94.13%) and Inception (91.69%) in the "TrainAccuracy" column. As can be seen 
in the "TestAccuracy" column, Effinception retains the best accuracy (91.87 percent) when 
applying the model to new data, whereas EfficientNet and Inception have lesser accuracies 
(84.27 percent and 86.2 percent, respectively). Positive class prediction accuracy, true positive 
capture rate, and harmonic mean are all measures of model quality that can be accessed through 
the "Precision," "Recall," and "F1-Score" metrics. When it comes to accuracy, recall, and F1-
Score, Effinception once again demonstrates superior performance compared to its rivals. In 
conclusion, Effinception demonstrates the best performance across all categories, following in 
decreasing order of performance by EfficientNet and Inception. 
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Figure 18: Accuracy Comparison 
 The above figure 5.13 shows a line graph which compares the proposed model accuracy with 
previous models. In this figure, x-axis represents various models, & y-axis represents accuracy 
values in percentage. The training accuracy of proposed Effinception model is 99.87percent, 
94.13percent for EfficientNet and 91.69percent for Inception model, whereas the testing 
accuracy of each model is 91.87% for Effinception, 84.27% for EfficientNet, and 86.27% for 
Inception, respectively.  

 
Figure 19: Performance Comparison Between Proposed and Existing Models 
Figure 5.14 presents a bar graph that compares the performance of suggested and current 
models in terms of recall, precision, and f1-score performance measures. The x-axis represents 
the different model such as Effinception, EfficientNet, and Inception, and y-axis represents the 
performance values in percentage. The obtained highest performance results are 91.82% of 
precision, 91.87% of recall, 91.80% of f1-score for proposed Effinception model, 85.50% of 
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precision, 84.27% of recall, 83.90% of f1-score for EfficientNet model, and 88.24% of 
precision, 86.27% of recall, 86.60% of f1-score for Inception model, respectively.  
IX: Conclusion: 
An efficient brain tumor diagnosis system is necessary for the early treatment of the patient. In 
this regard, a new two-phase brain tumor detection and classification framework is proposed 
to improve brain tumor diagnosis and reduce computational complexity. In the detection phase, 
we proposed a novel Effinception Model for differentiating brain tumor instances from normal 
individuals with fewer false negatives, and performance is compared with the existing DL 
techniques. Experimental results demonstrate that the proposed Effinception Model 
outperformed by achieving an accuracy (99.87 %), Recall (91.87), Precision (91.82), F1-Score 
(91.80). The simulation analysis reveals that the recommended strategy gives superior results 
when contrasted to procedures that are currently considered to be state-of-the-art. Using results 
thus obtained a hybrid EffinceptionModel and XGBoost classifier model has been built to get 
better accuracy and prediction results. This contributes to growth of MLs for the early diagnosis 
of brain cancer and assists medical professionals in more precisely identifying patients. This is 
based on the improved performance of the hybrid approach that has been suggested. two-phase 
framework is expected to assist clinicians in decision-making in clinical practice and will be 
helpful for radiologists in brain tumors diagnosis. In the future, we will appraise our proposed 
framework's performance and a more optimized one on other medical image datasets. 
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