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ABSTRACT: 
Leaf disease detection is a critical task in agriculture as it enables early identification and 
intervention, leading to improved crop yield and reduced economic losses. However, accurate 
and timely detection of leaf diseases remains a challenging problem due to the complexity of 
leaf images and the presence of various environmental factors. This research proposes a novel 
approach to improve the classification accuracy in leaf disease detection by utilizing Principal 
Component Analysis (PCA) for the extraction of statistical features from leaf images. PCA is 
a dimensionality reduction technique that transforms high-dimensional data into a lower-
dimensional space, retaining the most important information while discarding the less 
significant variance. To achieve accurate and efficient disease classification, the extraction of 
meaningful statistical features from leaf images is crucial. Principal Component Analysis 
(PCA) is a widely-used dimensionality reduction technique that can aid in improving the 
classification accuracy by reducing the feature space. 
 
1.INTRODUCTION 
             Although novel plant discoveries and also the digitization for species of plant 
processing are becoming increasingly widespread, leaf disease detection is becoming 
exceedingly challenging in biological and agricultural. Recognition and identification have 
become a mechanism in which each specific plant being assigned to a lateral sequence of 
similar plants based on its specific features. Since botanists have been doing much of the work, 
the procedure takes a long time. Owing to a shortage of appropriate templates or portrayal 
systems, a wide range of species of plant variants, including inaccurate picture data pre-
processing strategies such as feature extraction and texture extraction, software- aided plant 
identification remains a difficult challenge in image analysis. The extraction of reliable features 
of the leaf has been the priority of automated leaf disease recognition. 
The very next step under this research is feature extraction, which comes after noise reduction 
and segmenting the leaf image. The primary objective of this Feature Extraction is to extract 
leaf characteristics from image data to transform it into a format that enables similarities 
amongst leaf images. Feature extraction's goal is to extract the much more significant details 
from the source data and portray it in a higher-dimensional environment. Therefore, in this 
research, the PCA is used for extracting the features from the segmented leaf image, which 
uses respectively statistical and directional features to identify disease category in a leaf image. 
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2. PRINCIPAL COMPONENT ANALYSIS (PCA) 
The PCA is a technique for reducing the dimension of a collection of data while maintaining 
its heterogeneity. Almost every collection of data includes information expressed as vectors of 
single parameters with integer, binary, or real values in most cases. A geometric point in three-
dimensional space, e.g., may be described by a vector of three parameters each of which is 
aligned with one of the three coordinates axis x, y, and z.A sample could be described in 
particular by a vector made up of a set of variables. The length of the vectors found in the 
collection, and therefore the set's dimension, is determined by the number of parameters. 
Furthermore, a continuum of variability may be specified for each parameter that defines the 
range of values that only the individual parameter could accept. For example, if the data set 
includes three-dimensional points delimited by a cube with side 1 and centered in (0, 0, 0), the 
three parameters describing Cartesian coordinates were bounds to [-1/2, 1/2]. The spectrum of 
heterogeneity of the three parameters is described by this interval. 
 
The objective of PCA is always to uncover hidden patterns in data and turn them in just such a 
manner that its differences and similarities are exposed. When the patterns have been 
discovered, the data may be interpreted as components that are sorted by importance, allowing 
low-level components to be discarded without losing valuable details. When the actual 
parameters chosen to describe the data are associated; PCA will minimize the dimension of a 
collection of data. Now let reconsider the illustration of the three parameters describing the 
three positions of points inside a cube to further comprehend this principle. The three 
parameters are associated if, for example, any of the points in the collection fall on an 
appropriate plane. As PCA has been used to solve this issue, one of the three parameters is 
transformed into a void parameter. The points in the fresh transformed space could 
consequently be defined by just two parameters, resulting in a space with a smaller dimension 
than the first. Since the points are in a two-dimensional region, the details about the third 
dimension, which is the rejected dimension, are meaningless. This is an oversimplification of 
the case. The explanations that follow go into the PCA process in greater depth. 
 
Imply that perhaps the data collection under consideration includes points in a two- 
dimensional region with coordinates of (-2, -1), (-1, 0), (0, 1), (1, 2), (2, 3). The values of x 
differ in the range [-2, 2], whereas the values of y vary in the range [-1, 3]. The variation of the 
parameters x and y is described by these two intervals. These two factors are associated, as can 
be shown. As the y coordinates rise, the x coordinates rise as well, and a straight line runs 
between them all. As a result, if one of the two coordinates is identified, the other may be 
obtained.PCA aims to convert certain parameters so that they are no longer associated. By 
achieving this, the dimension of the collection of data could be minimized by only considering 
the parameters with the highest uncertainty and discarding the others. Principal-Components 
(PC) are still the factors with the most variability. Maybe the first PC could have been 
considered to reflect the results since they are normally ordered by their heterogeneity. The 
fact that perhaps a lower order PC exhibits lower variance within the ensemble however does 
not mean this is irrelevant in regression models. 
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3. Extraction of Statistical Features through PCA 
PCA is most commonly used for locating a lower-dimensional representation of data. That has 
2 distinguishing characteristics. During computing, it initially keeps shrinking the 
measurements of the provided data to a rational and accurate scale. Foremost, it separates the 
number of distinguishing features from the data input in a quiet manner that the overall 
dimension is reduced. The important feature characteristics were always present and could be 
used to identify the actual input details. The covariance-matrix could be found again from the 
matrix through leveraging the collection of features. The Eigen-values are then calculated using 
this covariance- matrix. Eigen-vectors were effective in representing complete databases in 
their nature. Merely some small Eigen-values were considered toward being substantially 
preferable and greater in importance, whereas the others are substantially quite minimal, and 
its exposure to data variations is indeed quite limited. As a result, after computing the inner 
product of the data well with respective Eigen-vectors for its respective Eigen-values, the 
preferred and greater variance paths were simply maintained. 
The following are the general measures of PCA methodology: 
Step-1: Compute the covariance-matrix of the specified data input using the following 

  
Where, 1≤ m, n ≤ Num 
Step-2: As a result of the Eigen-vector matrix (V) and diagonal-matrix (D) of computed Eigen-
values, 

𝑉−1 ∑ 𝑉 = 𝐷  

Step-3: To achieve the PC parameter, organize the Eigen-vectors in decreasing order with the 
accompanying magnitude of Eigen-values. 
Step-4: At last, data is transformed in the form of PCs by measuring the inner product of data 
with relevant Eigen-vectors. 
Through specific, the PCA of a given vector ‘v’ associated with the group ‘Y’ is achieved by 
mapping vector v onto the sub spaces with the length or gaps of corresponding e' Eigen-vectors 
that relate to the top e' Eigen-values of the auto-correlation matrix ‘R’ in downwards sequence, 
where e' is lower than e. The above transformation generates a vector of e' coefficients c1,..., 
ce'. Even so, a linear structure of the Eigen-vectors with its corresponding weights c1,..., ce' is 
used to describe the vector v. These have segmented images with a resolution of 256x256 as 
forwarding from segmentation at this point of research. It even gets 32x32 sub-bands of 
resolution here. Such sub-band images are most often used in PCA to extract PCA parameter 
values. This PCA function is also used to determine the 13 statistical features mentioned below, 
  
The statistical features calculated as: 
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Mean 
The mean of a signal is calculated. The ‘x0’ through ‘xN-1’ comprise the signal, the 'i' is an 
iterator that passes through all these measurements, and μ which is the mean. 

 
Standard-Deviation (SD) 
The SD of a signal is calculated. The signal has been contained in the variable ‘xi’, where ‘μ’ 
is the mean, ‘N’ represents the total of trials, and ‘σ’ is the SD. 

 
Entropy 
The entropy of a textured image is an indicator of its spatial disorder. It shows which kind of 
texture is statistically more unstable, with higher entropy indicating strong textures and lower 
entropy indicating smoother textures. 

 
Root Mean Square: 
The square root of the arithmetic mean of the squares of the numbers, or the square of the 
feature that determines the continuous waveform, is the RMS value of a series of values or a 
continuous-time waveform. 

Variance: 
The amplitude difference across the mean is described as a variance. 

 
Smoothness: 
A function's smoothness is defined by the number of constant derivatives would have over a 
given domain. A function is called "smooth" if it is distinguishable anywhere at the very least. 

 
Kurtosis: 
A histogram's flatness is measured as kurtosis. 

  
Skewness: 
A histogram of the image may be distorted up or down norm, depending on whether the 
Skewness is negative or positive. 

  
Inverse-Difference-Moment (IDM): 
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The IDM is a tool for determining image homogeneity. Whenever the majority of the instances 
in GLCM are distributed along the main diagonal, this parameter reaches its maximum value. 
GLCM contrast is inversely related to IDM. 

 
Contrast: 
The local grey level difference of an image is known as a contrast. This is also known as the 
linear relationship between adjacent pixels' grey levels. 

  
Correlation: 
The linear grey level dependency amongst pixels inside an image is represented by correlation. 
It also denotes interdependence at particular pixel locations. 

  
Energy: 
 The amount of energy in a texture indicates how uniform it is. It tests the localized 
homogeneity of textures and is, therefore, the polar opposite of Entropy. 

 
Homogeneity: 
The uniformity metrics of the non-zero entrants in the image are referred to as homogeneity. 
The opposite of Contrast weight is Homogeneity weight, in which the smaller the homogeneity, 
the larger the Contrast. 

Figure 6.1 shows the initialization of the feature extraction phase. Figure 6.2 shows the 13 
statistical features from the PCA. The 13 statistical features from the segmented image are 
convoluted in this research by PCA to 3 principal component template models, as shown in 
Figure 3.1. 
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Figure 3.1 Feature Extraction Initialization 

 

 
Figure 3.2 Statistical Features from PCA 
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Figure 3.3 Principal Component Template Models 

 
PCA has been used to extract 13 statistical properties from the segmented leaf image and create 
3 texture feature vector templates for classifying Leaf's Disease shown in figure 3.2,3.3. Each 
part of this chapter discusses the strategies and their outcomes to improving the classification 
accuracy for Leaf Disease detection. Experimental results demonstrate that our PCA-based 
approach significantly improves the classification accuracy of leaf disease detection compared 
to traditional methods. The reduced feature space obtained through PCA retains essential 
information while eliminating redundant features, leading to enhanced discrimination between 
healthy and diseased leaves. Furthermore, the reduced feature set enables faster processing and 
reduces computational complexity, making it suitable for real-time applications. 
The extraction of statistical features through Principal Component Analysis (PCA) has shown 
promising results in improving the classification accuracy in Leaf Disease detection. PCA is a 
dimensionality reduction technique that transforms the original features into a new set of 
orthogonal components, or principal components, which capture the maximum variance in the 
data. By applying PCA to the dataset of leaf disease images, we were able to reduce the 
dimensionality of the feature space while retaining the most important information. This 
reduction in dimensionality not only helps in overcoming the curse of dimensionality but also 
reduces the computational complexity of the classification process. The extracted principal 
components have demonstrated their ability to highlight the essential patterns and structures 
present in the leaf disease images, leading to better discrimination between healthy and 
diseased leaves. This has resulted in improved classification accuracy compared to using the 
original set of features. Furthermore, the use of PCA can also help in handling issues related to 
co linearity among features and remove redundant or noisy information that might negatively 
impact the classification performance. However, it is essential to note that the effectiveness of 
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PCA heavily depends on the choice of the number of principal components to retain. Selecting 
an appropriate number of components is crucial, as retaining too few may result in loss of 
important information, while retaining too many may lead to overfitting and increased 
computational overhead. 
 
4.Conclusion 
The proposed approach effectively addresses the challenges of leaf disease detection and 
provides a robust and efficient solution for accurate and early identification of leaf diseases in 
agricultural fields. The integration of PCA for statistical feature extraction demonstrates 
promising results and lays the foundation for further advancements in automated plant disease 
diagnosis systems. The proposed approach can be integrated into agricultural systems and crop 
management practices to aid in the timely identification and control of leaf diseases, thereby 
contributing to sustainable agriculture and food security. 
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