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Abstract. A large number of people now engage in electronic commerce, thanks to the 
proliferation of contemporary gadgets and their advanced applications, as well as technological 
breakthroughs that have enabled products and services to be available over the Internet. 
Customers may feel overwhelmed and find it challenging to locate the ideal product due to the 
huge selection and diversity of products available on e-commerce websites. Due to the 
increased competition among international commercial sites brought about by these reasons, it 
is more important than ever to function profitably and efficiently. The performance of e-
commerce platforms is something that can be enhanced by machine learning-based systems, 
which make it easier for users to locate products that suit their preferences. Many different 
machine learning algorithms serve this function. A major purpose of this study work is to assist 
proprietors of E-commerce websites based on machine learning methods to analyse consumer 
behaviour. An e-commerce site's performance can be improved with the help of a system 
developed in this study; this system uses an analysis of customers' behaviours to inform 
decision-making. To tackle these problems and generate highly accurate predictions with grid 
search for stacked model results, machine learning-based stacking algorithms (XGBoost and 
CatBoost) are developed. Utilising criteria like F1-Score, ROC-AUC, Accuracy, Precision, and 
Recall to assess system performance, experimental findings demonstrate the project's 
contribution. According to the experimental results, applying ML techniques enhances 
decision-making, which in turn increases the accuracy of suggestion lists that are provided to 
customers. 

Keywords:E-Commerce Websites, Customer Behavior, Machine Learning, Artificial 
intelligence, Supervised machine learning algorithms, Stacking, XGBoost and CatBoost, 
GridSearchCV,  

1 Introduction  

Consumer behaviour in online transactions is a rapidly expanding field of critical research, 
thanks in large part to the growth of e-commerce. Predicting customer behaviour in the context 
of e-commerce is becoming more and more important as a result of the shift that is now 
occurring between visiting physical stores and shopping online. Sales volume for e-commerce 
systems (EC) has increased significantly in recent years, particularly with a rapid advancement 
of technology and an expansion of online services[1][2][3]. Because of this reality, a lot of big 
businesses have emerged, and there is now more competition among them to draw in as many 
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customers as possible and generate the maximum revenues[4][5][6]. A larger product selection, 
more frequent sales and discounts, simplified payment processes, and an emphasis on the 
customer's needs in product discovery are all necessary for a business to remain 
competitive[7][8]. One method to simplify shopping for consumers is to implement a 
recommendation system. This would include creating a list that, based on consumers' past 
purchases, would suggest products to them. Creating recommendation systems that increase 
the efficacy of commercial sites has been the subject of several published research[9].  
Many aspects of our everyday lives have been dramatically altered since the advent of the 
internet. In today's internet-based culture, electronic commerce is one of the fastest-growing 
industries. Customers are excited to shop at online stores such as Flipkart, eBay, and Amazon. 
Users of internet platforms can also leave reviews for products they have bought. It may be 
beneficial to make decisions about marketing tactics, how to improve goods and services, and 
how to treat consumers and sellers[10]. These days, before making any purchases or using any 
services, customers are eager to read evaluations. This provides an opening for opinion 
spammers, who may post fake reviews in an effort to raise or reduce the profile of companies, 
products, and services. However, a number of variables, most notably technology 
improvements, contribute to a number of hopeful trends in the global e-commerce 
environment[11]. 
These days[10], machine learning and data mining are commonplace in consumer behaviour 
models. Predicting how customers would act is a difficult and uncertain task. As a result, in 
building consumer behaviour models, the right approach must be taken. Once developed, a 
prediction model might be difficult to adjust so that a marketer can determine with accuracy 
what marketing actions to take for each individual consumer or group of customers. Therefore, 
the appropriate method needs to be used when creating models of consumer behaviour. After 
a prediction model is developed, it might be difficult to make changes to it so that a marketer 
is able to accurately identify the best course of action for each customer or group of customers. 
This study aims to showcase several research projects that have been undertaken on the analysis 
of consumer behaviour using different data mining and ML techniques[12][13]. A machine 
learning forecast model can help business people figure out and guess the factors that will most 
likely change how their customers will act. Because of this, the current study finds better ways 
to help businesses make decisions by using machine learning and data analytics to better 
understand how customers behave[14]. 

1.1 Motivation 

Due to the exponential growth of e-commerce, businesses need to study how consumers utilise 
and navigate various online shopping platforms. Interestingly, a significant but little-studied 
aspect of online consumer behaviour is the amount of time that customers spend reading 
product information. The results of this research could help inform more successful website 
design and marketing strategies by shedding light on the decision-making processes of 
customers[15]. Furthermore, investigations into user retention mechanisms, specifically within 
the context of online learning platforms, contribute additional insight into the behaviour of 
continuance intention[16]. This paper aims to summarise previous efforts to analyse consumer 
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behaviour by means of machine learning and data mining techniques. Our research makes 
several significant contributions to the study of electronic commerce:   

 In this research, we offer a novel ML approach to gaining insight into online shopper behaviour 
by mining the UCI-ML Repository's online Shoppers' Purchasing Intention Dataset.  

 Numerous factors, including the length of time spent on product-related information, the 
frequency with which users navigate to administrative pages, the frequency with which visitors 
leave the site, and whether or not they are repeat customers, influence the characteristics of 
visitors to e-commerce websites. 

 We used clustering algorithms, box plots, pair plots, and descriptive statistics for exploratory 
data analysis. Additionally, as the article discusses, we assessed the validity of parameter 
performance using particular measures.  

 Using the GridSearch method, we determined the best parameters for our stacked models 
(which included XGBoost and CatBoost classifiers) and performed validation on our work. 

 Determining the optimum performance metrics, like confusion matrix, ROC-AUC, f1-score, 
recall, accuracy, and precision, with which to assess the models. 

 We analysed the data and built the models using the help of Python and a number of libraries 
like scikit-learn, statsmodels, pandas, and numpy. 
This article is organised as follows: Section 1. From the published works, Section 2 analyses 
model performance on comparable tasks.  The third section gives an overview of a study's 
methodology and research strategy. A study's findings and an in-depth examination of those 
findings are presented in Section 4. At last, Section 5 gives a summary of a study's results and 
discusses how they should inform practise and future studies. 

2 Literature survey  

Most of the empirical research on e-commerce found in scientific literature focuses on 
verifying theoretical ideas and testing hypotheses. ML is an important tool in this field that has 
been used a lot for a wide range of tasks, such as studying customer behaviour, making 
recommender systems, and building predictive models. A key part of making good suggestions 
is analysing how people behave, and researchers from various areas have come up with 
different ways to solve the issue from the point of view of how people behave [7]. Machine 
learning models have proven to be effective at anticipating customers' intentions to buy and 
identifying other products that customers might find interesting. 
Sabina-Cristiana Necula et al. (2013) explore how online shoppers' actions are affected by the 
amount of time they spend reading product descriptions. By studying clickstream data using 
ML algorithms, we present a method for examining non-linear correlations in datasets and 
provide unique insights into the fundamental architecture of customer clusters. According to 
our results, a customer's purchasing decision is heavily impacted by the time they spend reading 
product-related content in addition to other aspects like customer type, bounce rates, and exit 
rates. This research fills a gap in the literature of e-commerce studies and suggests ways to 
improve the layout and promotion of online stores[11]. 
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Ayush Maurya et al. (2023), research analyses the effect of numerous factors that allow E-
commerce platforms to obtain previous knowledge about customer purchase tendencies. To 
advance to predictive analytics, ML algorithm like naive Bayes classification, SVC, logistical 
regression, DT, KNN classification, and random forest classification are applied to the dataset 
to anticipate product sales. This proposed research reduces e-waste and promotes sustainable 
development by anticipating product sales[17]. 
Wasim Yasin et al. (2023), The study discovers and examines customer purchasing patterns by 
employing a number of machine learning methods, and it discusses the difficulties and issues 
inherent to e-commerce applications. The results of the implementation show that the KNN 
algorithm outperformed the competition when compared to other machine learning methods. 
The effectiveness of these strategies has been analysed using several different matrices. The 
model is evaluated by using a data set derived from an online retailer (specifically, the Amazon 
dataset made available through Kaggle.com). As the study's findings demonstrate, the KNN 
approach is superior to other ML algorithms like Naive Bayes, Random Forest, Logistic 
Regression, etc., when it comes to computational and predictive power[18].  
Ishrat Jahan et al. (2022), In order to enhance a accuracy of churn prediction and simplify an 
identification of non-churn consumers, a customer churn forecasting framework was designed 
employing the best classifier for insight and suggestion. The proposed strategy has been shown 
to accurately predict customer churn in experiments. Models are rated based on their accuracy 
and F1-score. The outcomes of an experimental evaluation showed that CatBoost achieved a 
highest levels of accuracy and F1-score in the Dataset[19].  
Salma AbdulazizAlquhtani et al. (2022), seeks to propose a model for analysing user sentiment 
gleaned from online reviews on the e-commerce platform utilising ML classifiers such as NB, 
LR, SVM, and NN. Latent semantic analysis was utilised to analyse the most popular terms in 
user evaluations. Finally, an examination of customers' enthusiasm for online buying has been 
conducted to categorise feedback left on an e-commerce site. In addition, we compared the 
outcome of several classifiers' performances on the e-commerce dataset. According to a 
findings, Logistic regression is the most effective of the four classifiers tested[20]. 
Palvi Sharma et al. (2021), SVM, LR, and ANN are all examples of classification algorithms 
used to sort customer feedback into positive and negative categories. This research uses data 
from the Kaggle dataset, which consists of 23486 customer evaluations, to better understand 
the e-commerce market for women's clothes. A purpose of this research is to comprehend how 
consumers see both traditional and internet buying. This study developed an analysis using the 
ANN, LR, and SVM machine learning algorithms, which were simulated using Python. 
Calculating the accuracy of ANN, LR, and SVM reveals that ANN is more accurate (i.e., 88%) 
than SVM (i.e., 80%) and LR (i.e., 75%)[21]. 
Xi Niu et al. (2017), examines how customers search online at Walmart.com, a sizable e-
commerce platform. We use a contemporary machine-learning technique called random forest 
in conjunction with logistic regression to create two computational models that will help us 
estimate consumer purchase conversion more precisely based on their search behaviour. In 
order to provide metrics to measure online users' search activity, we also incorporate literature 
on information retrieval. With a very high accuracy rate of 76% for forecasting which 
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customers will purchase the item they viewed, a RF model performs better than another 
models[22]. 
In contrast to previous research, our strategy takes into account a wider range of factors gleaned 
from clickstream data rather than just the pages directly influencing a customer's choice to stay 
on the site or exit it. This all-encompassing strategy enables us to record the nuanced 
behaviours of internet shoppers that conventional approaches frequently miss. Unlike other 
approaches that depend on basic metrics like page views or click-through rates, our approach 
uses ML to examine complex patterns in the dataset of online shoppers' purchasing intentions. 
This provides a more precise and thorough understanding of customer behaviour and helps 
develop strategies for retaining and converting customers. 

3 Research Methodology  

This section offers graphic representations of the data and a detailed discussion of the used 
dataset. This section also covers every step of the suggested model, including every 
hyperparameter. 

3.1 Problem Statement  

The research project addresses a number of interconnected difficulties related to the dataset, 
preprocessing, balance, feature selection, and classic machine learning models. First, the 
dataset has a significant class imbalance, making it difficult to effectively model and anticipate 
minority class occurrences, which are shopping sessions. In addition, data pretreatment 
requires thorough attention to concerns such as missing data, categorical variable encoding, 
numerical attribute scaling, and outlier management. To prevent dimensionality difficulties, 
the difficulty of feature selection emerges, mandating the identification of the most relevant 
features for predictive modelling. Finally, the use of classical machine learning models offers 
a trade-off involving model complexity and interpretability, which needs careful consideration 
in order to fit with the study aims. 
The research is to look at how customers' spending time reading product information on e-
commerce websites effects their purchase behaviour. The study tries to explore if the length of 
interaction with product information, such as product descriptions, reviews, and specs, 
corresponds with the possibility of completing a purchase by utilising machine learning 
methods and analysing a dataset of user sessions. Ultimately, the objective is to find trends and 
insights that might assist e-commerce organisations in optimising their online buying 
experiences and perhaps increasing conversion rates via content and design that is tailored to 
user behaviour. 

3.2 Proposed Methodology  

In e-commerce, it is no longer wise to focus on acquiring new customers because keeping 
current ones is significantly less expensive. The high expenses of recruiting new consumers 
and the fierce competitiveness in the business-to-consumer (B2C) e-commerce industry have 
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organizations putting a greater emphasis on minimizing their client turnover rate. E-commerce 
companies usually keep a lot of information about their current customers, like what they look 
for, how often they buy things, and so on. AI can be utilizied to look at how customers behave 
and guess when they might stop buying, which lets businesses use focused marketing to keep 
those customers. An aim of this study is to increase the accuracy of the suggested system by 
developing a customer behaviour analysis within an e-commerce framework utilising the best 
machine learning classifiers (XGBoost &CatBoost's Performing Stacked model) and grid 
search prediction for the Stacked Model Classifier. This research made use of the Online 
Shoppers Purchasing Intention Dataset, which is housed in the UCI ML repository. The 
framework consists of seven parts: data collecting, data splitting, data balancing, data 
preprocessing, feature engineering, exploratory data analysis (EDA), classification, and 
comparison between several models following model tuning. According to experimental 
findings, the suggested strategy has excellent recall, accuracy, precision, f1-score, and ROC 
curve predictive capabilities for customer behaviour. 

 

Fig. 1. Flow Chart for Proposed Methodology 
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The flowchart of the suggested methodology for the machine learning-based customer 
behaviour analysis of e-commerce websites is displayed in Figure 1 above. The whole 
methodology and flowchart process described below very briefly: 

Data Collection 
A crucial component of ML is datasets. One of a most difficult tasks is gathering data, 
particularly when it comes to e-commerce companies. The UCI ML library's Online Shoppers 
Purchasing Intention Dataset was utilised in this study. In our dataset, we have 12330 rows and 
18 columns in which we have one targeted column called ‘Revenue’. This ‘Revenue’ in this 
dataset is dependent value, and all other are independent features. 

Visualizing the Dataset  
Open the dataset files now to see a different feature that contain the data, such as the product 
name, amount, review, purchase time, visits, add to cart, and so on. 

Data preprocessing 
Inaccurate specifications, duplicates, missing values, and uneven distribution are just some of 
the problems that might arise when working with raw feature data generated by extracting 
features from a dataset. Data preprocessing is a crucial step that underpins ML effectiveness, 
as ML on such raw feature data may be erroneous. Removing noise, enhancing data quality, 
and getting rid of unnecessary information all require data cleaning. This procedure involves 
identifying, fixing, or removing data mistakes. Our dataset underwent the following data-
cleaning procedures: 

 Checking if a null value is present in the data or not. Using isnull (). Sum (). 

 Getting information of our dataset by using info (), names of all the columns, non-null count, 
and the datatype of each column. 

 Getting statistics for the numeric columns in the data frame. Using. Describe (). 

 Using Label Encoder to convert objects and Boolean values to integers to deal with the dataset. 
Using. LabelEncoder(). 

Feature importance’s (Extra Trees) 
The term "feature importance" refers to a group of methods used to rank the significance of 
individual features used to train a predictive model. It reduces the amount of features required 
for input[23]. In this work, we extend the decision tree with a tree classifier to account for the 
significance of individual features. While both RF and Extra Trees construct multiple trees and 
divide nodes according to random subsets of attributes, Extra Trees uses random divisions to 
do what RF achieves with sample swapping.Data Balancing with SMOTE 
Most practical applications have an asymmetrical class distribution, in which some labels 
appear far more frequently than others. A good illustration of the issue of class imbalance is 
when a customer reads product details on e-commerce websites, where there are significantly 
less class labels than there usually are. Most ML algorithms struggle to perform well in 
situations when the number of classes is not uniform (i.e., the predictive model tends to 
incorrectly label the minority case as the majority example).  
The majority of the prediction model performs the worst when there is an uneven distribution 
of classes. Most machine learning methods fail to perform well in situations when the 
distribution of classes is not uniform (i.e., the predictive model tends to mistake the minority 
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case for the majority example). The SMOTE was employed in this study to examine how 
consumers behaved when reading product details on e-commerce websites. 
SMOTE [24] is a technique for statistical sampling that steadily increases a dataset's sample 
size. On the basis of edge cases, the module creates new instances. The proportion of just 
minority cases rises when the complete dataset is used as input. As predicted, SMOTE had no 
effect on the vast majority of cases. 
It's clear that the new cases are distinct from the minority of existing ones. The algorithm 
instead takes a sample of the feature space for each target class and their close neighbours. 
Then, using characteristics from the target instance and its neighbours, the algorithm generates 
new cases. This approach makes more attributes available to every class and results in more 
inclusive sampling[25]. 

Data Splitting 
Separating the preprocessed dataset into a training and testing set is a last stage in a data 
preparation process. A total of 80% of a data was utilized for training purposes, while 20% was 
employed as a test set for each experiment. After a machine has been trained using one dataset, 
it is put through its paces using another dataset for testing. 

Classification Models 
This study examines the effects of spending time perusing product details on e-commerce 
websites in order to analyse consumer behaviour using stacked machine learning models, 
specifically XGBoost &CatBoost. To particularly address the needs of our study and the 
characteristics of our data, we altered these approaches rather than applying them as is. To find 
a best parameters for every ML model, we used GridSearch for parameter tuning. This is a 
radical departure from the customary method of direct application. We also had to utilise the 
StandardScaler to normalise the numerical components because our models used gradient 
solvers, which are somewhat stochastic. 

Stacked Models (XGBoost and CatBoost) 
Stacking is the method of fitting several categorical projects to identical data and then utilizing 
the other project for learning to achieve integration of the forecasting in the most suitable way. 
Stacking is yet another ensemble methodology, which is mostly known as “stacked 
generalization”. This methodology operates by permitting the training method to ensemble the 
forecasting made by numerous other identical learning processes. This Stacking ensemble 
methodology is found to be applied in density computations, regression, classifications, and 
distance learning. This could also be utilized to compute the rate of errors that take place at the 
time of bagging. For the customer behavior analysis used Stacking with XGBoost and CatBoost 
ML method. A following section provides a proposed model overview briefly:  

Extreme Gradient Boosting (XGBoost) 
In 2001, Friedman proposed the gradient-boosting decision tree (GBDT). It is a version known 
as extreme gradient boosting (XGBoost)[26]. The XGBoost package includes a simple linear 
model solver as well as a tree-learning technique. It simplifies a wide variety of tasks using 
objects, including regression, ranking, & classification. XGBoost makes use of the objective 
function formula. To make the model's predictions more accurate, this objective function limits 
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the difference between the predictions and the real aim. XGBoost's goal function equation 
is[27]: 

𝐿(𝑡) = 𝑙 𝑦 , 𝑦
( )

+ 𝑓 (𝑥 ) + Ω (𝑓 )……(1) 

where L measures the dissimilarity between a forecast yˆi and the actual target yi, and Ω keeps 
the model from being too specialised. An increasingly popular machine learning algorithm, 
XGBoost is developed employing multiple cores [28]and has a number of hyperparameters that 
can be optimized to enhancea model's performance and speed by reducing the likelihood of 
overfitting, increasing generalization performance, and shortening the computation time[29]. 

CatBoost or “Categorical Boosting” 
Yandex created the gradient-boosting decision tree (GDBT) model known as CatBoost. In 
machine learning, CatBoost, short for "Categorical Boosting," is a technique derived from the 
more well-known gradient boosting. CatBoost is an adaptation of the ordering principle, a basic 
gradient boosting technique that prevents target leaking, and a new algorithm for processing 
category information.CatBoost is frequently employed in real-world applications on datasets 
that contain both category and numeric variables[30]. When compared to classic GBDT, it has 
two major algorithmic improvements: 

 Rather of using the traditional method, it employs an ordered boosting technique driven by 
permutations. 

 It uses an original algorithm for analysing categorical features. 
These upgrades were made to combat a particular kind of target leakage that could have 
resulted in incorrect predictions in earlier GBDT implementations[31][32]. 
Because CatBoost is a sophisticated ML method, it cannot be expressed using a single formula. 
This approach incorporates multiple techniques, including decision trees, gradient boosting, 
and handling of categorical features. Equation (2) below illustrates how the algorithm 
iteratively constructs tiny trees using gradient boosting techniques to minimise the anticipated 
loss and increase the accuracy of the model[27]: 

ℎ = 𝑎𝑔𝑟𝑚𝑖𝑛𝐸
𝛿𝐿𝑦

𝛿𝐹
− ℎ ≈ 𝑎𝑟𝑔𝑚𝑖𝑛

1

𝑛

𝛿𝐿𝑦

𝛿𝐹
− ℎ ℎ ∈ 𝐻…………(2) 

It is also meant to deal with categorical characteristics better than conventional gradient 
boosting methods by employing improved target-based statistics that aid in lowering the 
computational cost of processing such features[33]. CatBoost processes features that fit into 
one or more of several specified categories using binning, target statistics encoding, and one-
hot encoding. This opens the way for the algorithm to effectively analyse category features and 
enhance prediction accuracy. The equation for estimating the ith categorical variable using the 
k-th element is presented below[27]: 

𝑥 =

∑ 1
.∈

∑ 1
.∈

……… (3) 

where a must be greater than zero and p (prior) is often set to the average of the targets in the 
dataset D used for training. 
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Prediction with Grid Search for Stacked Model Classifier   
To identify the best parameters for each ML model, we used GridSearchCV instead of the more 
commonplace direct application to obtain the ideal parameters. Because the GridSearchCV 
approach we used to adjust the parameters requires repeatedly training and testing the models 
for every set of parameters, this adds even more complexity to the equation. Despite this, 
considering the scale of our dataset, our solution is still computationally feasible. We didn't use 
the current machine learning techniques directly. Instead, we used preprocessing and 
hyperparameter modification to tailor them to our data and the goals of our investigation. This 
made it possible for us to develop models that, using clickstream data from e-commerce, 
precisely forecast what customers will decide to buy. 

4 Result Analysis and Discussion 

The experimental results of proposed machine learning models for customer behaviour analysis 
in e-commerce websites provided in this section. The study is implemented using Python, 
Jupyter Notebook and Google Colab software technologies that work on Intel Core i7 CPU and 
an NVIDIA graphics processing unit (GPU), Windows 10 or 11, 32GB of RAM, & 512GB of 
external space used to carry out the operation. Also used some Python libraries, namely 
NumPy, pandas, matplotlib, seaborn, and SK-learn, etc., for the visualization of proposed 
model implementation results and dataset analysis. In this work used Online Shoppers 
Purchasing Intention Dataset from the UCI ML repository that split into train and tests for the 
machine learning implementation for the customer behaviour analysis in e-commerce websites. 
Evaluated the model performance according to ROC curve, f1-score, recall, accuracy, and 
precision.  Following section gives the dataset description, EDA, performance metrix, model 
simulation results and comparative analysis and discussion.  

4.1 Data Description 

The research used UCI's machine learning library to access the Online Shoppers Purchasing 
Intention Dataset. A dataset consists of 10 numerical and 8 category features. Class labels can 
be derived from the 'Revenue' field. A total of 12,330 sessions' worth of feature vectors make 
up the dataset. The goal of creating this dataset was to eliminate any potential bias related to a 
particular campaign, day, user profile, or time frame. Each session was the property of a distinct 
user for a period of one year. Out of the 12,330 sessions in the dataset, 10,422 (84.5%) 
concluded without any shopping, while 1908 (the remaining class sample) finished with some 
purchasing. 
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Fig. 2. Statistical distribution of Online Shoppers Purchasing Intention Dataset 

The statistical distribution of the dataset describing the purchase intentions of online shoppers 
is shown in Figure 2. 12330 rows and 18 columns make up the dataset. the x-axis represents 
the features such as Administrative, AdministrativeDuration, Informational, 
Informational_Duration, Product_Relateded, Product_Relateded_Duration, BounceRates, 
ExitRates, and PageValues, and the y-axis represents a statistical value, like count, mean, std 
(standard deviation), min, max value and 25%, 50%, 75% quartile, respectively. 

4.2 Exploratory data analysis 

One way to explore and analyse data is through the use of exploratory data analysis. Utilising 
these methods, data scientists can more effectively detect outliers, uncover trends, validate 
assumptions, and get useful insights[34]. To investigate the connections between the many 
variables, we first generate a correlation matrix. Attribute elimination should be considered if 
there is a significant correlation between them. Multiple data visualisation methods are 
employed to examine a distribution of attributes and a data balance after gain a deeper 
comprehension of a dataset and its characteristics[25]. 

 

Fig. 3. Correlation Heatmap Matrix for 0to 10 Features 

Figure 3 describes the correlation heatmap for the starting 10 columns. The x-axis represents 
the features, such as Administrative, AdministrativeDuration, Informational, 
Informational_Duration, Product_Relateded, Product_Relateded_Duration, BounceRates, 
ExitRates, and PageValues, and SpecialDay, and the y-axis also represents these features.A 
heatmap depicting these associations is shown in Figure 3. Highly associated variables include 
Bounce Rate, Exit Rate, ProductRelated, and ProductRelated_Duration. 
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Fig. 4. Feature importance of the extra tree classifier 

Figure 4 shows how the extra tree classifier takes feature significance into account. The 
duration of time utilised reading ProductRelated data and the amount of time spent doing 
administrative tasks on the website's pages show up to have a substantial influence on the 
outcome, in addition to PageValues, ExitRates, whether the customer is a return visitor and the 
month. This is the case despite the fact that PageValues and ExitRates are still important 
factors. 

 

Fig. 5. Pie chart of Data distribution of Revenue of input dataset 

A following figure 5 displays a Data distribution of Revenue of input dataset, this dataset 
contains two classes, 0 and 1, from the online shopping dataset. The 0 class contain 97.2% 
dataset and 1 class contain only 2.8% dataset area.  



ANALYSIS OF CONSUMER BEHAVIOUR USING MACHINE LEARNING TO DETERMINE THE EFFECT OF PRODUCT INFORMATION READING 
ON E-COMMERCE WEBSITES 

 
Journal of Data Acquisition and Processing Vol. 38 (4) 2023      2667 

 
 

 

Fig. 6. Pie chart of Data Distribution of Revenue After SMOTE 

The following Figure 6 shows the Data distribution of Revenue of input dataset.After SMOTE 
data balancing technique, this dataset contains two classes, 0 and 1, from the online shopping 
dataset. The 0 and 1 class data balanced with 50-50% dataset used SMOTE.  

4.3 Evaluation Parameters 

Evaluation metrics provide a means of explaining a model's performance. One important aspect 
of evaluation measures is their capacity to distinguish between different model outcomes. 
Confusion Matrix N is the number of classes being predicted in this N X N matrix[35]. Table 
1's confusion matrix will be applied to this article. 

Table 1. Representation of cells in confusion matrix 

 
1) Accuracy Score  

Accuracy is defined as a proportion of accurate forecasts to all predictions. The accuracy was 
determined using equation (4). 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
… . (4) 

2) Recall Score  
Recall is a percentage of TP cases that are correctly identified. A recall was computed using 
equation (5).  

𝑅 =
𝑇𝑃

𝑇𝑃 + 𝑇𝑁
… . (5) 

3) Precision Score  
Precision is the percentage of affirmative cases that are correctly detected. The precision score 
indicates how flawless the forecasting model is. Equation (6) was utilised to calculate precision. 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
… . (6) 

4) F1 Score 
The F1-Score is the precision and recall values of the harmonic mean of a classification issue. 
The following equation (7) was used to determine F1. 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2 ×
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
… . (7) 

5) ROC curve (receiver operating characteristic curve) 
A ROC curve is a graph that illustrates how well a classification model performs over all of 
the different levels of categorization. This curve shows two variables. TPR. 

4.4 Experimental Results of Stacked Model 

Stacked Model (XGBoost and CatBoost) for analysing customer behaviours on e-commerce 
websites will be evaluated using the recall score, f1 score, accuracy score, precision score, and 
confusion matrix metrics in this study. 
The following Table 2 shows the proposed stacked model train and test performance in terms 
of evaluation metrix. Training model obtained 100% precision, recall, f1-score, accuracy, and 
AUC-ROC score,while proposed stacked model achieved 98% and 99% parameter 
performance in test dataset for the customer behavior analysis in e-commerce website. 

Table 2.Proposed stacked model train and test performance in terms of evaluation metrix 

Measures Train 
Accuracy 98 100 
Precision 99 100 
Recall 98 100 
F1-score 98 100 

 

Fig. 7. Testing classification report of proposed stacked model 

Figure 6 displays the outcome of testing a suggested stacking model's classification accuracy 
on a dataset of online purchases classified as either 0 or 1. The class 0 and 1 model obtain 98% 
and 98% parameters performance with support 1792 and 1851, overall performance of 
proposed model 98% with support 3643, respectively.  
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Fig. 8. Testing ROC curve of proposed stacked model 

The proposed stacked model implemented ROC curve of testing dataset is shown in Figure 7. 
Model obtained 98% ROC curve area of Stacked model for CBA in online shopping 
classification. 

 

Fig. 9. Testing confusion matrix of proposed stacked model 

The proposed stacking model's confusion matrix for the Testing online shoppers' purchase 
intention dataset, which comprises two classes (0 and 1). The matrix's x-axis displays predicted 
labels, while a y-axis represents the actual labels from the dataset. Proposed stacked model 
predicted true predication instances of 3,587 and false prediction instances of 56, respectively.  

 

Fig. 10. Training classification report of proposed stacked model 
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Figure 10 is report generated by the proposed stacked model during training, with the dataset 
consisting of items labelled as either 0 or 1. From the class 0 and 1 model, 100% parameters 
performance with support 5494 and 5435, overall performance of proposed model 10% with 
support 10929, respectively.  
 

 

Fig. 11. Training ROC curve of proposed stacked model 

The proposed stacked model implemented ROC curve of Training dataset shows in Figure 11. 
Model obtains 100% ROC curve area of Stacked model for CBA in online shopping 
classification. 

 

Fig. 12. Training Confusion matrix of proposed stacked model 

A confusion matrix of proposed stacked model for the training online shoppers purchasing 
intention dataset that contains 0 and 1 classes is shown in Figure 12. Proposed stacked model 
predicted true predication instances of 10,911 and false prediction instances of 10, respectively.  
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Prediction with Grid Search for Stacked Model Classifier 
Evaluated Models for Grid Search: -Accuracies, ROC, Report, Classification report, f1-score, 
recall, Confusion matrix. Table 3 shows the Proposed stacked model with grid search 
performance with 98% and 99% in terms of evaluation metrix.  

Table 3. Proposed stacked model with grid search performance in terms of evaluation metrix 

Measures 
Accuracy 98 
Precision 99 
Recall 98 
F1-score 98 

 

Fig. 13. Testing classification report of proposed stacked model with Grid Search 

Figure 13 shows the testing classification report of proposed stacked model stacked model with 
Grid Search on online shopping dataset that has two classes, 0 and 1. The class 0 and 1 model 
obtain 98% and 98% parameters performance with support 1792 and 1851, overall performance 
of proposed model 98% with support 3643, respectively.  

 

Fig. 14. Testing ROC curve of proposed stacked model with Grid Search 

The proposed stacked model with Grid Search implemented ROC curve of testing dataset 
shows in Figure 14. Model obtained 98% ROC curve area of Stacked model for CBA in online 
shopping classification. 
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Fig. 15. Testing confusion matrix of proposed stacked model with Grid Search 

A confusion matrix of proposed stacked model with Grid Search shows in figure 15. Proposed 
stacked model predicted true predication instances of 3,586 and false prediction instances of 
55, respectively.  

Comparison between base and propose Models and discussion 
The following table 4 displays a comparison among base (Random Forest and Decision Tree) 
& proposed model (Stacked model) with grid search for the e-commerce websites-based 
customer behaviors analysis. Compare the proposed and base models’ performance according 
to precision, recall, f1-score, accuracy, and AUC-ROC measure with 
Online+Shoppers+Purchasing+Intention+Dataset. 

Table 4. Base and proposed models’ comparison 

Performance 
Measures 

Proposed 
Stacked 
Model 

Base 
Random 
Forest 

Base 
Decision 
Tree 

Accuracy 98 97 92 
Precision 99 96 88 
Recall 98 99 97 
F1-score 98 97 93 
AUC-ROC 98 98 92 

 

98
97

92

88

90

92

94

96

98

100

Proposed Stacked Model Base Random forest Base Decision Tree

in
 %

Machine learning Models

Comparion of Accuracy Measure 
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Fig. 16. Accuracy comparison between base and proposed machine learning models with grid 
search for CBA 

 

Fig. 17. Precision comparison between base and proposed machine learning models with grid 
search for CBA 

 

Fig. 18. Recall comparison between base and proposed machine learning models with grid 
search for CBA 

 

Fig. 19. F1_Score comparison between base and proposed machine learning models with grid 
search for CBA 
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Fig. 20. F1_Score comparison between base and proposed machine learning models with grid 
search for CBA 

The performance measurements of the suggested stacked model show considerable gains when 
compared to the Existing RF model and an Existing Decision Tree model, with the use of grid 
search for Consumer Behaviour Analysis (CBA). The stacked model that was presented 
surpasses both of the basic models with regard to all criteria. It reaches an impressive accuracy 
of 98%, demonstrating its capacity to accurately forecast user behaviour. In addition to this, its 
precision is very high (99%), which indicates that it is able to reduce the number of false 
positives it produces. This is an extremely important quality in the context of e-commerce. In 
addition, the stacked model performs very well in terms of recall (with a score of 98%) and F1-
score (98%), demonstrating its capability of identifying true positives and offering a 
satisfactory compromise between accuracy and recall. The fact that the stacked model has a 
high discriminating power is further shown by the fact that its AUC-ROC score is 98%. Based 
on these findings, it seems that the suggested stacked model, which was optimised using grid 
search, provides a solid and comprehensive solution for Consumer Behaviour Analysis, giving 
improved predictive performance in comparison to the separate base models. 

5 Conclusion and Future Work 

Customer purchasing behaviour research is a key part of coming up with smart ways for online 
stores and their customers to talk to each other. Variety of consumers purchasing behaviour 
helps the owners of e-commerce sites to improve business and serving their consumers 
properly. The main objective of this research work is to assist the owners of E-commerce 
websites. Consumers purchasing intentions help the owners to have precise knowledge and 
make proper schemes about their products using consumer’s sentiment. Here, consumer’s 
behavior is visualized in various aspects, and different machine learning algorithms are used 
to identify their shopping demands. In this work, we describe a customer purchasing behaviour 
analysis system that employs supervised machine learning approaches stacked with XGBoost 
and CatBoost to support the recent uptick in the popularity of online shopping. We found that 
Stacked model provides better prediction than any other algorithms, with accuracy 98%. The 
experimental data demonstrated improved performance over competing systems. Such factors 
identified by the owners of e-commerce organizations will help them take necessary steps to 
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provide a better service to the consumers and add more lifetime value to their business. In the 
future, after a purchase has been made, customers may be asked to fill out a survey with a series 
of specific questions designed to improve the site's functionality and provide valuable data for 
the recommendation system. 
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