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ABSTRACT 
One of the most important problems facing the entire planet is air pollution. There are various 
pollutants in the air that degrade the air and create a hazardous environment. This study 
analyses these contaminants and uses the Seasonal Auto Regressive Integrated Moving 
Average (SARIMA) model to predict them. One time series analysis model that predicts 
specific values based on past data is the SARIMA model. The data set utilised in this model 
includes various pollution values that were seen at a particular time and place. When the 
SARIMA model was used on the data set, the pollutants could be predicted. It is a reliable 
method for determining whether pollution values are higher than the World Health 
Organisation (WHO)-mandated limits. As a result, it raises public and governmental awareness 
so that appropriate steps can be made to reduce the levels of such dangerous pollutants. On the 
basis of the provided data set, this technique's efficacy is examined, and its performance is 
evaluated. 
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I. INTRODUCTION 
Both developed and developing nations, particularly those in Europe, America, and Asia, 
contribute significantly to the global status of environmental air quality. This air pollution can 
be found both indoors, where it occurs when pollutants are trapped in structures for an extended 
period of time, or outside, when it is caused by pollutants in the atmosphere. Because of this, 
contaminants can easily migrate from their point of origin to other locations. Air pollution is 
one of the greatest problems in the globe and has become the primary source of pollution in 
many regions. 
There are two main causes of this air pollution: human-based activities like open burning, 
industrial processes, and fuel-burning vehicles, as well as possible natural disasters like 
volcanoes. Numerous air pollution incidents that have been reported around the world are the 
main factor in harmful effects on human health in the short term. The risk of the planet being 
affected by global warming and greenhouse gases tends to rise as a result of air pollution. 
Particulate matter (PM10), ozone (O3), sulphur dioxides (SO2), nitrogen dioxides (NO2), and 
carbon monoxide (CO) are the five main pollutants that need our attention because they 
negatively impact the global ecosystem. Assuming that every item of data is suitably created 
as a time series, the method of choice in this study to analyse the air quality is time series 
modelling and forecasting. This strategy is chosen to be utilised in managing air quality in 
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order to aid in future planning and helps to design the better air quality since time series analysis 
is the key responsibility for researchers used in development. In India, there is currently a lack 
of time series modelling and forecasting research and development for the purpose of 
monitoring air pollution. 
 
STUDIES AND METHODOLOGIES 
Xiaojun Song, et.al. [37] suggest that by introducing multiple statistical techniques for 
assessing fictitious and indirect causal effects, it improves comprehension of the causal 
structure in a multivariate time series. Based on big data analysis, they suggested a number of 
statistical techniques to check for the existence of indirect or spurious causality. Claudio 
Guarnaccia, et.al. [5], analysed a set of data of carbon dioxide levels in San Nicolas de Garza, 
one of the twelve municipalities that make up the Metropolitan Area of Monterrey, using the 
ARIMA technique. The findings demonstrated that a model that provides a solid forecast on a 
short time horizon may be built using hourly data. The fundamental drawback of ARIMA 
models is that they use data from earlier eras to create future projections, making it unable to 
extrapolate the prediction to other future time periods. For policymakers to apply extraordinary 
countermeasures to keep pollutants below regulatory standards, this may be highly helpful. 
Snezhana Georgieva, et.al. [33] presented a statistical analysis of six contaminants affecting 
the overall air quality in the small Bulgarian town of Blagoevgrad. To help with daily air quality 
control and forecasts, the factor analysis and SARIMA technique are excellent tools for 
assessing the pollution levels in small towns and cities.. A. Jaiswal, et.al. [1] based on historical 
data from Varanasi, India's air quality index station, conducted a statistical analysis of trends 
of several air contaminants using the Mann-Kendall and Sen's slope estimator approach. Future 
air pollution levels are also forecast using the autoregressive integrated moving average model. 
K. Krishna Rani Samal, et.al. [16] employed a time series forecasting method with a wide 
confidence range to predict future levels of several contaminants. Both the prophet model and 
SARIMA offer a high level of accuracy. They indicated that a deep learning algorithm may be 
added to the proposed method to increase its degree of freedom, variety, adaptability, and 
accuracy. Uzair Aslam Bhatt, et.al. [34] focuses on Pakistan's Lahore city's ambient air quality. 
The detected pollutants ([CO], [NO], [SO2], and [O3]) were subjected to correlation and 
regression analyses, and the findings were compared to the sources of those pollutants' 
generation.  By using trajectory approaches, this study provides a thorough understanding of 
the relationships between contaminants and the sources of their generations. They additionally 
predicted particulate matter concentrations using a time series model (SARIMA). 
COLLECTED DATA 
1. Sources of Data Collection  
Data is gathered from the following sources, among others: 
a) Website of MH Pollution Control Board. 
b) Website of SAFAR-India. 
c) Website of Indian Institute of Tropical Meteorology. 
 
2. Data Collected 
Following data is collected: 
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1. Meterological data and daily air pollution data for 2 years. 
2. Pollutants - PM2.5, PM10, O3, NO2. 
3. Meteorological parameters – temp., wind, rain, uv-index. 
II. SEASONAL AUTOREGRESSIVE INTEGRATED MOVING AVERAGE 
This is a simple but quite powerful model to use for analyzing time series with seasonality. 
The letter S stands for seasonality. Seasonal patterns are taken into account. This element must 
be taken into account in order to determine how pollutants are affected by the seasons. 
By employing lag values for our target variable, or the AR, which stands for autoregressive, 
we can generate predictions. For instance, we could predict tomorrow's sales using the sales 
from today, yesterday, and the day before yesterday. As it makes its forecast using three lagged 
data, that would be an AR (3) model. 
I refer to integration. It indicates that we are comparing the target values rather than taking the 
raw numbers. For instance, rather than merely predicting tomorrow's sales, our sales prediction 
model would also attempt to anticipate tomorrow's shift in sales (i.e. tomorrow's sales minus 
today's sales). Since many time series show a trend, which makes the raw numbers non-
stationary, we require this. By subtracting, our Y variable becomes more stationary. 
The term "moving average" refers to this (MA). The lag prediction errors are fed into a moving 
average model as inputs. Unlike the others, it cannot be observed directly, and it is not a stable 
parameter because it evolves along with the other parameters of the model. Overall, feeding 
the model's errors back to it causes it to be slightly pushed in the direction of the right value 
(the actual Y values). 
III. PREDICTION BY SARIMA MODEL 
a. SARIMA MODEL DATA CONSIDERATION 
For SARIMA model, total duration of 2 years (730 days) were considered. The period 
considered is 1st January 2020 to 31st December, 2021. The training data considered for the 
model is of first 23½ months. The period for which the prediction is to be done is the last 15 
days (15th December 2021 to 31st December, 2021). 
b. SARIMA MODEL FOR PM2.5 
Non-seasonal (trend) considered is: AR(3), I(2), MA(3). Seasonal (trend) considered is:  AR 
(1) I(1) MA(4) Residual value is considered as 8.5. Model used for prediction is [SARIMAX 
(ts_train,order = (3, 2, 3) , seasonal_order = (1,1,4,275)]. The below fig 4.1 shows the 
comparison of actual and predicted values. We can see that the pattern of prediction is very 
much same as the actual values. 
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Fig. 4.1 SARIMA MODEL – PM2.5 

 
c. SARIMA MODEL FOR PM10 
Non-seasonal (trend) considered is: AR (1), I (2), MA (4). Seasonal (trend) considered is:  AR 
(3) I (1) MA (4) Residual value is considered as 16. Model used for prediction is [SARIMAX 
(ts_train,order = (1, 2, 4) , seasonal_order = (3,1,4,275)]. The below fig 4.2 shows the 
comparison of actual and predicted values. We can see that the pattern of prediction is very 
much same as the actual values. 

 
Fig. 4.2 SARIMA MODEL – PM10 

d. SARIMA MODEL FOR O3 
Non-seasonal (trend) considered is: AR (1), I (2), MA (3). Seasonal (trend) considered is:  AR 
(1) I (1) MA (2) Residual value is considered as 8. Model used for prediction is [SARIMAX 
(ts_train,order = (1, 2, 3) , seasonal_order = (1,1,2,275)]. The below fig 4.2 shows the 
comparison of actual and predicted values. We can see that the pattern of prediction is very 
much same as the actual values. 
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Fig. 4.3 SARIMA MODEL – O3 

 
e. SARIMA MODEL FOR NO2 
Non-seasonal (trend) considered is: AR (2), I (2), MA (2). Seasonal (trend) considered is:  AR 
(2) I (1) MA (1) Residual value is considered as 7. Model used for prediction is [SARIMAX 
(ts_train,order = (2, 2, 2) , seasonal_order = (2,1,1,275)]. The below fig 4.2 shows the 
comparison of actual and predicted values. We can see that the pattern of prediction is very 
much same as the actual values. 
 
VI.CONCLUSION 
The SARIMA model is appropriate for making short-term forecasts since it allows for accurate 
forecasting using stationary data. A crucial instrument that aids in controlling, analysing, and 
monitoring the state of the air quality is the time series model utilised in forecasting. Prior to 
the eventual worsening of the issue, it is advantageous to act quickly. 
For that reason, we need our model performance to be as accurate as possible so that good air 
quality forecasting can be achieved.  
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