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Abstract 
Analyzing and classifying customer reviews in Arabic presents a significant challenge due to 
the diverse nature of the Arabic language, encompassing various dialects and nuances. In this 
paper, we address this challenge by employing machine learning and deep learning techniques 
to analyze and classify Arabic customer reviews. Our study is based on a comprehensive 
dataset compiled from various sources, containing 33,333 positive and 33,333 negative reviews 
after filtering out mixed sentiments. To tackle this task, we explore a range of machine learning 
algorithms, including Support Vector Machines (SVM), K-Nearest Neighbors (KNN), Random 
Forest, Decision Trees, and Logistic Regression, along with various feature extraction methods 
such as TF-IDF and Word2Vec. Additionally, we delve into the realm of deep learning by 
employing Convolutional Neural Networks (CNN), Long Short-Term Memory networks 
(LSTM), and Bidirectional LSTM (BiLSTM) to further enhance sentiment analysis 
performance.  Our experiments in ML reveal that SVM with an RBF kernel and W2V and 
Ngrams feature extraction achieves the highest F1-score of 82.5% . Among the DL models, 
BiLSTM with 128 units and dropout = 0.2 emerges as the top performer with an F1-score of 
87%. These findings underscore the effectiveness of deep learning techniques in handling the 
complexities of Arabic text analysis. our research provides valuable insights into sentiment 
analysis of Arabic customer reviews and presents a comprehensive evaluation of machine 
learning and deep learning algorithms, paving the way for enhanced customer feedback 
analysis in the Arabic-speaking world. 
Keywords: sentiment analysis, Natural Language Processing, Arabic reviews Analysis, Arabic 
Language Processing, Deep learning, Machine Learning. 
  
Introduction 
The use of modern information technology has become an integral element of work in 
companies due to its effectiveness, speed of achievement and abundance of information. 
Companies have begun to shift from manual marketing to electronic marketing that relies on 
electronic media and social media platforms. This movement represented a qualitative leap in 
the field of marketing, and Customers are provided with a consistent and robust online 
environment to benefit from the services provided. In view of this new trend for companies, 
data collection and analysis through social media has become one of the most important and 
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accurate steps needed to reach successful marketing and achieve a high sales rate. As these 
steps contribute to dividing the target customers into segments of different interests by 
analyzing their data through social media, and thus contribute to the correct orientation to each 
segment of society with the types and types of products that interest them. Customer 
satisfaction is the key in assessing how a product or service of a company meets customer 
expectations [1], [2] and is an important tool that can give organizations major insights into 
every part of their business, thus helping them to increase earnings or minimize marketing 
expenses [1], [3]. Customer feedback might help in reviewing the factors that were not 
previously considered, such as shipping, safe packing, politeness and available customer 
service consultants and a user-friendly website. Nothing can make customers feel that they are 
important than asking for their views and valuing their comments. When a customer is asked 
for any opinion on a product or experience, they feel valued and connected to the organization 
[1], [4]. 
Sentiment analysis is one type of analysis method used in natural language processing that 
mostly focusing on the binary text classification such as positive or negative opinion. This 
analyzing method can be made automatic by adopting the machine learning technique that is 
the method being able to learn some patterns like a human does. But machine learning can 
search for patterns faster and analyze more data than a human could. Machine learning is thus 
a good tool for developing sentiment analysis model and analyzing text [5]. Deep learning is 
state of the art learning algorithm developing from the success of neural network. The learning 
efficiency is increased by stacking more layers of the neural network. Hence, deep learning can 
analyze data more deeply and get useful features to increase the performance of the predictive 
model [6]. Presently, deep learning is a popular learning algorithm extensively applied in many 
application domains such as image processing, image segmentation, and object detection [5]. 
In the realm of linguistic analysis and information extraction from texts, research and 
applications have traditionally centered around major languages such as English. However, 
there is a growing interest in sentiment analysis and customer reviews in the Arabic language. 
Customer reviews represent a rich source of information about diverse products and services, 
encapsulating the opinions and sentiments of consumers. 
It's worth noting that there is a clear deficiency in research and available tools for sentiment 
analysis and customer reviews in the Arabic language. This scarcity poses a significant 
challenge to effectively understand and utilize this data. Therefore, this research aims to fill 
this gap and provide a comprehensive solution for sentiment analysis of Arabic customer 
reviews. 
In this paper, we leverage standardized data from Arabic customer reviews on Amazon as a 
primary data source. We will develop and compare several scenarios and methods for analyzing 
these reviews and extracting valuable insights. We will employ machine learning and deep 
learning techniques to build models that enhance our understanding of the sentiments and 
opinions expressed in these reviews. This will enable us to gain a better understanding of 
customer preferences and sentiments regarding various products and services. We will evaluate 
the models that will be built using the criteria for evaluating the appropriate classification 
algorithms, the most famous of which is F1_Score, and compare them on this basis. And then 
choose the model that gives the highest performance in the rating of customer reviews. 
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This research aspires to make significant contributions to the field of sentiment analysis in the 
Arabic language and encourages the development of new tools and techniques for 
comprehending reactions and responses within this vital linguistic context. 
 
Background 
Sentiment analysis 
Human can easily read texts and recognize reviewer’s sentiment by understanding context, but 
for computers it is not [7]. Sentiment Analysis is a relatively recent study that deals with the 
processing of natural texts published in web sites and social networks. However, the processing 
of texts written in the Arabic language is one of the challenges that specialists face because 
people do not rely on standard Arabic, writing people in spoken/colloquial languages and use 
various dialects [7]. sentiment annotation of an utterance, we consider both implicit and explicit 
affect information. The implicit sentiment of an utterance is determined with the help of 
context. Whereas, explicit sentiment of an utterance is determined directly from itself, and no 
external knowledge from the context is required to infer it. We consider three sentiments 
classes, namely positive, negative and neutral [8]. 
Sentiment analysis is also called as Opinion analysis or Opinion mining. We have seen a recent 
growth in the sentiment analysis task. The variuos research works in sentiment analysis [9] 
published an overview on Opinion mining in the earlier stage. There is a difference between 
rating opinions and rating sentiments, because the opinion may be descriptive and does not 
contain any feelings, and it can also contain feelings. The work of Munezero et al [10].  
proposes an enlightening discussion, funded on physiological and psychological studies, which 
tries to eventually establish a fixed frame of definitions for sentiment analysis. We consider 
these definitions as the basis for our classification of customer reviews.  
In the cited work, opinions are considered as personal interpretations of information about a 
topic, while sentiments are prompted by emotions. As an example, an opinion could be:  
(1) “the battery of the smartphone has a good capacity”, while a sentence containing a sentiment 
could be: (2) “I always loved the longevity of the battery of all the smartphones of this 
manufacturer, since the first model”. Considering this difference, it appears clear that an 
opinion can also be expressed without any emotion, for instance in a descriptive way, as in the 
sentence: (3) “In my experience, the average duration of the battery is 8 hours with a normal 
use”. Sentiment can be also considered a social construct of emotions that develop over time 
and are enduring, meaning that the temporal aspects are critical for the sentiment, as is evident 
from the previous example. Opinions, on the other hand, are just personal interpretations of 
facts that may or may not be emotionally charged (in the above example, the first sentence 
contains an opinion with a positive orientation, while the third sentence contains an opinion 
without orientation or with a neutral orientation). And even when an opinion expresses a certain 
kind of subjectivity and judgment, it does not necessarily imply that there is a sentiment [11]. 
the authors conclude that it is important to identify which is the desired output of a SA tool, 
whether it is to classify an opinion or to identify emotion in the text. 
 
Machine Learning 
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There is no doubt that analyzing customer reviews in the Arabic language constitutes a great 
challenge for anyone who wants to do this task, machine learning with its various algorithms 
and its wide use recently with these tasks is a good technique for analyzing and classifying 
customer reviews, so we will review the most important machine learning algorithms used in 
these tasks. 
 
SVM 
Support vector machines are statistical- and machine-learning techniques with the primary goal 
of prediction. They can be applied to continuous, binary, and categorical outcomes analogous 
to Gaussian, logistic, and multinomial regression [12]. in this paper, we evaluate two distinct 
kernel models for Support Vector Machine: RBF and Linear. In this research [13], all SVM 
equations for classifications tasks are explained. The best scenario we achieved using SVM 
obtained an F1_Score of 82.5%. 
 
KNN 
The classic KNN algorithm is a supervised machine learning algorithm that is predominantly 
used for classification purposes. The algorithm consists of a variable parameter, known as k, 
which translates to the number of ‘nearest neighbors. the equations of which are explained in 
this research [14]. Using this algorithm, we obtained an F1 Score of 54.8%. 
 
Random Forest 
Each review will be classified into positive or negative category. In this paper, we employ 
random forest for the classification task. Random forest algorithm is a supervised classification 
algorithm. It is an ensemble learning technique based on decision tree algorithm [15], [16]. 
Using this algorithm, we obtained an F1_Score of 80.9%. 
 
Decision Tree 
Decision Tree is an algorithm that use trees to predict the outcome of an instance. Essentially, 
a test node computes an outcome based on the attribute values of an instance, where each 
possible outcome is associated with one of the subtrees. The process of classify an instance 
starts on the root node of the tree. If the root node is a test, the outcome for the instance 
Comparison of Naïve Bayes, Support Vector Machine, Decision Trees and Random Forest on 
Sentiment Analysis it is predicted to one of the subtrees and the process continues until a leaf 
node it is encountered, in this situation the label of the leaf node gives the predicted class of 
the instance [17]. Using this algorithm, we obtained an F1_Score of 73.1%. 
 
Logistic Regression 
As we are going to classify reviews in a positive or negative class, LR adopted because of high 
efficacy in binary classification tasks. LR uses a threshold boundary to isolate the positive 
reviews from the negative ones. LR uses a Logistic function to estimate probabilities between 
positive or negative label y and data features w given by input x. Thus, LR uses sigmoid 
function to get the likelihood directly by minimizing infinitive +∞ and -∞ into a scale between 
0 to 1 [18]. Using this algorithm, we obtained an F1_Score of 82.1%. 
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Deep Learning 
Sentiment analysis of a large number of user reviews on e-commerce platforms can effectively 
improve user satisfaction [19]. To create a high-performance model for analyzing and 
classifying sentiments, it is necessary to use deep neural networks and advanced techniques in 
the field of deep learning, as deep learning can recognize complex patterns and create better 
connections than machine learning, especially when it comes to analyzing and understanding 
texts. In recent years, deep learning has made great achievements in many fields. Compared 
with traditional machine learning methods, deep learning does not need human intervention 
features, but deep learning needs massive data as support. Deep learning-based methods 
automatically extract features from different neural network models and learn from their own 
errors [19]. 
CNN is widely popular because it can be used in image datasets by extracting the significant 
features of the image while the ‘convolutional’ filter (i.e., kernel) moves through the image . 
Many researchers in the field of natural language processing rely on CNNs to analyze and 
classify sentiments, since CNN-based models have proven their ability to deeply understand 
patterns in texts. This research [20] is a systematic review that contains a group of related 
research in the same field and explains the techniques and algorithms used in each research. 
Researchers have recently been using artificial intelligence (AI) techniques in various aspects 
of life, and natural language processing (NLP) has had a large share in this. One of the most 
important techniques that have been used with it is machine learning (ML), but recently (in the 
past decade) there has been greater reliance on learning. Deep (DL), which is considered one 
of the sections of (ML) and appeared in 2010, and Figure 1 shows the relationship between 
artificial intelligence, machine learning, and deep learning. 
 

 
Figure 1 relationship between AI, ML and DL 

 
The architecture of CNNs consists of convolutional and subsampling layers (figure 2). The 
convolutional layer performs feature extraction from the input data and generates feature maps. 
The feature map is computed through an element-wise multiplication of the small matrix of 
weights (kernel) and the matrix representation of the input data, and the result is summed. This 
weighted sum then passed through the non-linear activation function. One of the most common 
is the function ReLu, which is given in equation (1) as: 

𝑅𝑒𝐿𝑢(𝑥)  =  𝑚𝑎𝑥(0, 𝑥) 
The output in the case of binary classification is of two labels (either 0 or 1), so the Sigmoid 
function is used in the output layer, which is given by equation (2). 
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𝛿(𝑧) =  
1

1 + 𝑒
 

 
Figure 2 the CNN architecture for binary text classification 

 
Binary_crossentropy is a loss function used in binary classification problems scenarios where 
each input sample belongs to exactly one of two classes. For instance, an email can be either 
‘spam’ or ‘not spam’, a patient can be ‘diseased’ or ‘healthy’ and a sentiment can be ‘positive’ 
or ‘negative’. The equation (3) for this function. 
 

log loss =  
1

𝑁
 − ( 𝑦 ∗ log(𝑃 ) + (1 −  𝑦 ) ∗ log (1 − 𝑃 )) 

 
LSTM model proposed by Hochreiter and Schmidhuber [21] introduces the concept of a state 
for each of the layers of a RNN which plays the role of memory. The input signal affects the 
state of the memory, and this, in turn, affects the output layer, just like in an RNN. But this 
state of memory persists throughout the time steps of a sequence (for example, time series, 
sentence, or text document). Therefore, each input signal affects the state of the memory as 
well as the output signal of the hidden layer [22]. The LSTM model is able to store the previous 
information thus capturing the prominent long-range dependencies in the given input. LSTM 
has performed significantly in sequence modeling tasks, such as text classification, sentiment 
analysis, time series prediction, etc. There are three important elements in the LSTM model, 
including forget gate, input gate, and output gate. The forget gate will decide to forget or 
discard irrelevant information from the previous cell state and new input data. The input gate 
plays the role of a filter to decide which information is worth remembering, thus to be updated 
into the next state. The value close to zero means that it is less important to be updated. The 
output gate determines the information that should be the output in the next cell state [23]. The 
calculations of the single LSTM unit at a single time step t in the forget gate ft , input gate it , 
output gate ot and cell state ct , are defined as follows (equations 4, 5, 6 , 7, 8, 9): 

𝑓 =  𝜹(𝑾𝒇𝑿𝒕 + 𝑼𝒇𝒉𝒕 𝟏 + 𝒃𝒇) 
𝑖 =  𝜹(𝑾𝒊𝑿𝒕 + 𝑼𝒊𝒉𝒕 𝟏 +  𝒃𝒊) 
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𝑜 =  𝜹(𝑾𝒐𝑿𝒕 +  𝑼𝒐𝒉𝒕 𝟏 +  𝒃𝒐) 
𝑐~ =  𝒕𝒂𝒏𝒉(𝑾𝒄𝑿𝒕 +  𝑼𝒄𝒉𝒕 𝟏 + 𝒃𝒄) 

𝑐 =  𝒇𝒕 ∗  𝒄𝒕 𝟏 +  𝒊𝒕 ∗  𝑐~ 
ℎ =  𝒐𝒕 ∗ 𝒕𝒂𝒏𝒉(𝒄𝒕) 

 
where σ is the sigmoid function, Xt denotes the input, (𝑾𝒇, 𝑾𝒊, 𝑾𝒐, 𝑾𝒄, 𝑼𝒇, 𝑼𝒊, 𝑼𝒐, 𝑼𝒄)  and 

(𝒃𝒇, 𝒃𝒊, 𝒃𝒐, 𝒃𝒄) denote the weight matrices and biases in the forget gate, input gate, output gate, 

and cell state, correspondingly. . 𝒉𝒕 𝟏 𝒂nd c_(t-1) are the output of the LSTM at time step t-1 
. The operation * is the element wise multiplication. Figure 3 explain the architecture for LSTM 
cell. 
 

 
Figure 3 LSTM cell architecture 

 
Unidirectional (standard) LSTM only preserves information of the past because the only inputs 
it has seen are from the past. Unlike standard LSTM, in BiLSTM (Bidirectional LSTM) model 
the input flows in both directions and it’s capable of utilizing information from both sides. So 
BiLSTM is a sequence processing model that consists of two LSTMs layers: one taking the 
input in a forward direction (from “past to future”), and the other in a backwards direction 
(from “future to past”) [22].   
Although LSTM solves the long-term dependency problem, it is hard to utilize the contextual 
information of the text. The model design concept of BiLSTM is to make the feature data 
obtained at time  have information between the past and the future at the same time. 
Experiments have shown that this neural network structure model has better text feature 
extraction efficiency and performance than a single LSTM structure model. In text sentiment 
classification, BiLSTM also considers the context of the text, and uses the output of the CNN 
pooling layer as the input of two LSTM networks with opposite time series. The forward LSTM 
can obtain the above information of the input sequence, and the backward LSTM can obtain 
the above information of the input sequence. The context information of the input sequence is 
then calculated by vector splicing to obtain the final hidden layer representation. It is worth 
mentioning that the LSTM neural network parameters in BiLSTM are independent of each 
other, and they only share the word-embedding word vector list [24]. 
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BiLSTM increase the amount of information available to the network, improving the context. 
It’s also more powerful tool for modeling the sequential dependencies between words and 
phrases in both directions of the sequence than standard LSTM. BiLSTM is usually used when 
we have the sequence-to-sequence tasks but it should be noted that BiLSTM (compared to 
LSTM) is a much “slower” model and requires more time for training [22]. Figure 4 explain 
the architecture for BILSTM. 
 

 
Figure 4 BILSTM architecture 

 
In this research paper, deep learning achieved better results compared to machine learning, and 
the results will be explained in the Results and Discussion section. 
  
Related works 
In social networks people can express and share their opinions and experiences using various 
types of social data such as text data (comments, tweets, etc.), as well as multimedia data (e.g., 
videos, sounds). A huge volume of data is generated from social networks on a daily basis, and 
this data reflects the emotional attitudes of the audience towards various aspects of life such as 
political, business and social topics. Social data is described as informal, unstructured and 
rapidly evolving contents, thus processing and analyzing this data using traditional analysis 
methods is a time-consuming and resource-intensive task [25]. 
  
Natural language processing algorithms enable various language-related tasks such as Part-of-
Speech (POS) tagging, parsing, machine translation, and dialogue systems. Sentiment analysis 
has become an important research topic in the field of natural language processing due to its 
crucial role in analyzing public opinion and making data-driven decisions. Arabic is one of the 
languages widely used on social networks. However, the richness and diversity of its dialects 
make it a challenging language for sentiment analysis [26]. 
In work done by Pandey et .al [27],they built a system for collecting and analyzing opinions 
about products from various online shopping websites. The main focus of the study was opinion 
mining, where opinions were categorized into two types: 
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 Direct Opinions: These are textual documents that directly express a positive or 
negative opinion about a product. For example: "The battery backup for this phone is extremely 
poor." 
 Comparison Opinions: These opinions involve comparing the subject with something 
else. Opinion mining is a subset of web mining. 
Initially, they gathered the data for analysis, which consisted of product reviews from the 
website amazon.com. These reviews covered over 500 reviews of electronic products, 
including computers, mobile phones, tablets, and electronics. The data was collected from 
approximately 3.2 million individuals' opinions on 10,001 different products. Each review 
included the following information: 

o Reviewer_ID 
o Product Model 
o Date and Time of the review 
o Review text 

 
They then performed data filtering based on Parts of Speech (POS). They categorized words 
into eight parts of speech (noun, verb, pronoun, etc.), and certain words that didn't convey 
sentiment (pronouns, conjunctions, etc.) were filtered out. They adopted the idea that if a 
sentence contained a single positive word, it would be considered positive, and if it contained 
a single negative word, it would be considered negative. They emphasized the importance of 
POS in sentiment classification because certain words like nouns and pronouns don't carry 
sentiment and can be filtered out, while verbs like "improve" convey a significant amount of 
sentiment. They also mentioned using a POS tagger that provides 46 tags instead of just 8 [27]. 
Sentiment analysis is a significant research field in natural language processing (NLP) that 
focuses on categorizing opinions or emotions toward a product or service into predefined 
sentiment labels. Text data used for sentiment analysis leverages text mining, linguistics, and 
statistical knowledge-based techniques to automatically assign sentiment labels (e.g., positive, 
negative, or neutral) to user-generated text found online [28]. However, the labels can vary 
depending on the context of sentiment analysis. 
Sentiment analysis encompasses various subtasks such as polarity classification, aspect-based 
sentiment analysis, sarcasm detection, and more. These tasks can be performed at both the 
sentence and document levels [29], [30]. 
For decades, numerous machine learning algorithms like Support Vector Machines (SVM) and 
Logistic Regression have been proposed to address various NLP challenges [31], [32]. These 
algorithms are known for their effectiveness and their ability to learn automatically [33]. 
In work done by Shafin et .al [34],They collected more than 1000 customer comments on 
products for this study, where they analyzed sentiments in the comments using Natural 
Language Processing (NLP) techniques and several machine learning algorithms. Analyzing 
customer comments on specific products aids in the future development of these products. 
Initially, they gathered the data for the study, which consisted of approximately 1020 customer 
comments in the Bengali language (Bangla), collected from e-commerce platforms. They then 
performed data preprocessing, which included removing stop words, punctuation, and emojis 
from the text [34]. They also added a label column, classifying the data into two categories: 
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positive and negative comments. They utilized natural language processing techniques, such 
as tokenization, to segment and understand the comments. After data preprocessing, they 
entered the phase of using machine learning algorithms to train models capable of classifying 
the comments. They employed several algorithms, including SVM, Random Forest, K-Nearest 
Neighbors (KNN), Logistic Regression, and Decision Tree. During the training and testing of 
the models, they experimented with multiple scenarios that varied in the proportion of test data, 
ranging from 30% to 70%. They observed that as the proportion of test data increased, the 
accuracy of the models tended to decrease. The best result they achieved was an accuracy of 
88.81% with the SVM algorithm using a 30% test data proportion [34]. 
In work done by Shah et .al [35], they categorized sentiment analysis of customer reviews on 
Amazon products into two methods. The first method relies on machine learning approaches, 
where they mentioned several algorithms that can be employed in this domain. The second 
method relies on lexicon-based approaches, and there are three types: 

o Dictionary-based approach 
o Manual opinion approach 
o Corpus-based approach 

They utilized customer review data from the Amazon website, which is available on Kaggle. 
They extracted several features from this data, including customer opinions, which included: 

o Product_ID 
o Review text 
o Review rating 

However, the data exhibited a bias towards positive comments (most of the comments were 
positive).  They performed data preprocessing, which involved removing null values, 
tokenization, converting all words to lowercase, removing stop words, and stemming. Ratings 
on Amazon range from 1 to 5 for each review. They categorized 1 and 2 as negative comments, 
3 as neutral, and 4 and 5 as positive. So, the classification had three categories: 

o Score 0: Negative 
o Score 1: Neutral 
o Score 2: Positive 

They also used the tf-idf method for feature extraction. They split the dataset into training and 
testing sets (80% for training and 20% for testing) and employed several classification 
algorithms, including: 

o Logistic Regression 
o Bernoulli Naïve Bayes 
o Multinomial Naïve Bayes 
o Random Forest 

 
They evaluated the testing data using various evaluation metrics typically used for 
classification problems, including precision, recall, accuracy, and F1-Score. The results 
indicated that the Random Forest algorithm outperformed others in terms of performance 
across various evaluation metrics, achieving a final accuracy of 93.17%, which was the highest 
among the tested algorithms [35]. 
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In work done by Hakimi et .al [36], The aim of this paper was to utilize artificial intelligence 
techniques to enhance sustainable product design by extracting positive linguistic words related 
to products. A novel methodology for text analysis was proposed using techniques to break 
down the text into individual words, text embeddings, deep learning models, and attention 
mechanisms. 
Extensive experiments were conducted using 323,150 reviews from real customers on Arabic 
e-commerce websites. Positive evaluations from customers regarding products were extracted. 
The impact of interrelated parameters, such as the size of the used vocabulary, the size of 
internal reviews, and the number of training model iterations, was studied. They employed pre-
trained models in review processing, using the w-Bert model to transform each word into an 
embedding. Feature extraction was performed on these word embeddings using a convolutional 
layer, followed by max-pooling to reduce the feature set obtained from the previous layer. An 
attention layer was used to calculate the importance of each word, and the features were then 
input into a fully connected layer with a sigmoid function to classify the review as either 
positive or negative. They discussed various scenarios to precisely determine the model's 
parameters and achieved high accuracy. The result, with an F1-Score of 96.1%, indicated the 
best-performing model [36]. 
In work done by Elnagar et .al [37], They conducted sentiment analysis on a large and well-
known dataset in the Arabic language known as BRAD, which contains 692,586 reviews. This 
dataset includes reviews in Modern Standard Arabic (MSA) as well as various dialects such as 
Levantine, Gulf, and Egyptian Arabic. Additionally, the dataset contains some reviews in 
Persian, which is structurally similar to Arabic. They processed the data using natural language 
processing techniques like unigrams, bigrams, and trigrams. After preparing and cleaning the 
data and extracting features, they applied several supervised learning algorithms, including 
Naïve Bayes, Decision Tree, Random Forest, XGBoost, and SVM. They also applied 
unsupervised learning algorithms, namely CNN and RNN. They achieved good results in both 
supervised and unsupervised learning, with F1-Score values ranging from 90% to 91%, 
indicating strong performance [37]. 
 
Dataset 
Dataset resources 
The quality and nature of the data is one of the most important factors affecting the success and 
evaluation of the research, The data related to customer reviews in Arabic are somewhat 
limited, especially considering the broad and extensive nature of this topic. In this paper, we 
relied on data for customer reviews in Arabic on Amazon products. The dataset in [38]. 
This dataset is mainly a compilation of several available datasets and a sampling of 100k rows 
(99999 to be exact). The dataset combines reviews from hotels, books, movies, products and a 
few airlines. It has three classes (Mixed, Negative and Positive). Most were mapped from 
reviewers' ratings with 3 being mixed, above 3 positive and below 3 negatives. The dataset has 
no duplicate reviews. In this paper, We deleted the mixed data because in this research, our 
aim is to identify only positive and negative reviews, and we do not give importance to neutral 
customers.  
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Dataset description and analysis 
The dataset that we have consists of two features as follows: 

o Text: Contains customer reviews on products in Arabic. 
o Label:  ‘positive’ or ‘negative’ (after deleted mixed). 

Table 1 contains examples from dataset: 
 

Table 1 examples from dataset 
label text 
Positive من أجمل ما قرأت.. رواية تستحق القراءة فعلا.. 
Positive  جيد . . لا يوجد غير حمام واحد في الشقة 
Positive  راقيه اختيار اسماء متناغم و الاهتمام بتفاصيل ممتع سعدت بقراءتها روايه مشوقه مشاعر  
Negative  ضعيف جدا. قريب من الحرم ........ لكن يوجد طلعة الفندق صعبة لكبار السن. كل شىء 
Negative اقامه سيىه جددددا. تعامل الموظفين في خدمات الغرف والاستقبال مغفنين جدا وقليلي الحياء 

 
The other challenge in dealing with this Arabic dataset is the diversity of dialects. The reviews 
include both standard Arabic language and various dialects such as Egyptian, Gulf, and 
Levantine. This variation poses a significant challenge in creating a model capable of analyzing 
and classifying comments despite their dialectal diversity. 
After analyzing and examining this dataset, we observed that it is balanced, containing 33,333 
positive reviews and 33,333 negative reviews (after removing mixed reviews). We calculated 
the percentage of both positive and negative reviews. Figure 5 shows the percentage of positive 
and negative reviews in the dataset. 
 

 
Figure 5 the percentage of positive and negative reviews in the dataset 

 
During the data analysis, we did not calculate the percentage of reviews written in Egyptian, 
Gulf, Levantine, or Standard Arabic dialects due to the absence of a distinct feature in the 
dataset that indicates the dialect of each review. If we want to calculate the percentage of each 
dialect, it would require manual effort and be very time-consuming, which is unnecessary for 
our purposes. 
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Methodology 
In this paper, We analyzed and classified customer reviews in Arabic on Amazon products 
using machine learning algorithms and using deep learning. The implementation of the process 
we followed is shown in Figure 6. The input is text (reviews) and the output is (positive or 
negative). 
 

 
Figure 6 the methodology used Our methodology can be divided and explained into four 

stages. 
 
Data Preprocessing 
The goal of this process is to prepare the data for model training, which varies depending on 
the type of data. Each type of data requires different processing methods. In this stage, we 
cleaned the data and applied appropriate processing operations, such as removing numbers, 
links, non-Arabic characters, punctuation marks, emojis, diacritics from Arabic letters, 
eliminating stop words, and then stemming the words, along with other processing operations. 
We used Python for the entire coding process. In this stage, we relied on data processing 
modules such as pandas, numpy, nltk, re, and string. We converted the output column into 
numbers, performing a mapping operation where each negative value was assigned -1, and 
each positive value was assigned 1. We saved the clean data in a new file for use in the 
subsequent steps. We did not need the data augmentation process because our data is balanced. 
We conducted a simple data analysis, as explained in section Four (Dataset). 
 
Features Extraction 
Feature extraction is an important and fundamental step before creating and training machine 
learning and deep learning models. This step involves converting text into numbers so that 
algorithms can understand, analyze, and classify texts. There are many algorithms involved in 
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this process (as discussed in section Two). For machine learning, we used the tf-idf algorithm 
to extract features from the texts before training the various algorithms we used. TF-IDF is 
often used to represent documents as vectors in a high-dimensional space, where each term 
corresponds to a dimension, and the TF-IDF score for each term is the value along that 
dimension. These vectors can then be used for various text analysis tasks. This paper [22] 
explains Feature Extraction methods and how the TF-IDF method works in detail . 
 We also experimented with the word2Vec method along with unigram and bigram approaches 
for feature extraction from texts, but only with the SVM algorithm (both linear and rbf) because 
we did not observe a significant difference between feature extraction methods.  
For CNN and LSTM neural networks, we extracted features using the tokenizer and 
pad_sequence. We also used them with BILSTM neural networks, but with the addition of 
W2V. 
 
Machine Learning 
After preparing the dataset and extracting the features, we divided it into 80% training data and 
20% testing data. We applied several different algorithms with various feature extraction 
methods as follows: 

o SVM (kernel ‘linear’, C=1) with Tf_Idf. 
o SVM (kernel ‘linear’, C=1) with W2V and Ngrams. 
o SVM (kernel ‘rbf’, C=0.5) with W2V and Ngrams. 

C in SVM refers to regularization. 
o KNN (k=5) with Tf_Idf. 
o Random Forest (number of trees are 100) with Tf_Idf. 
o Decision Tree with Tf_Idf. 
o Logistic Regression with Tf_Idf. 

 
Deep Learning 
For deep learning, we split the data into 80% training, 10% validation, and 10% testing. We 
created several models using neural networks: CNN, LSTM, and BILSTM. 
First model: This model consists of six layers in the following order: embedding, conv1d, 
global max pooling, dense (64), dropout (0.5), and dense (1) as an output layer with a sigmoid 
function. The model was trained with a learning rate (lr = 0.001) using the Adam optimizer and 
techniques like early stopping and reduce learning rate. It was trained for ten epochs (epochs = 
10) with a batch size of 32. 
Second model: This model consists of three layers in the following order: embedding, LSTM 
(64 units with dropout = 0.2) and dense (1) as an output layer with a sigmoid function. The 
model was trained with a learning rate (lr = 0.001) using the Adam optimizer. It was trained 
for ten epochs (epochs = 10) with a batch size of 64. 
Third model: This model consists of three layers in the following order: embedding, BILSTM 
(64 units with dropout = 0.2) and dense (1) as an output layer with a sigmoid function. The 
model was trained with a learning rate (lr = 0.001) using the Adam optimizer. It was trained 
for ten epochs (epochs = 10) with a batch size of 64. We used learning rate scheduler to reduce 
learning rate within training. 
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Fourth model: This model consists of eight layers in the following order: embedding, conv1d 
(256), max pooling (5), LSTM (128), BILSTM(64), dense (128), dropout (0.5), and dense (1) 
as an output layer with a sigmoid function. The model was trained with a learning rate (lr = 
0.001) using the Adam optimizer and techniques like early stopping and reduce learning rate. 
It was trained for ten epochs (epochs = 10) with a batch size of 32. 
The last model: This model consists of three layers in the following order: embedding, 
BILSTM (128 units with dropout = 0.2) and dense (1) as an output layer with a sigmoid 
function. The model was trained with a learning rate (lr = 0.001) using the Adam optimizer. It 
was trained for ten epochs (epochs = 10) with a batch size of 32. We used learning rate 
scheduler to reduce learning rate within training. 
 
Results and Discussion 
ML results 
We will show the results of evaluating the algorithms on the test data. In Table 2 we will show 
the results of the machine learning algorithms. 

Table 2 the results of  ML algorithms 
model F1-Score (%) 
 SVM (kernel ‘linear’, C=1) with Tf_Idf. 81.9 
SVM (kernel ‘linear’, C=1) with W2V and Ngrams. 81.8 
SVM (kernel ‘rbf’, C=0.5) with W2V and Ngrams 82.5 
 KNN (k=5) with Tf_Idf 54.8 
Random Forest (number of trees are 100) with Tf_Idf 80.9 
 Decision Tree with Tf_Idf 73.1 
 Logistic Regression with Tf_Idf 82.1 

 
Figure 7 shows a comparison of machine learning algorithms based on the F1_Score value of 
the test data. 

 
Figure 7 comparison of ML algorithms based on the F1_Score 

 
The best model utilized a Support Vector Machine (SVM) with the Radial Basis Function 
(RBF) kernel and a C value of 0.5. This combination allowed the model to effectively capture 
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complex patterns in the data. Additionally, it incorporated Word2Vec and Ngrams, which 
improved its ability to understand the nuances of Arabic text, resulting in a high F1-Score. the 
worst-performing model used k-Nearest Neighbors (KNN) with k=5 and Tf-Idf features. KNN 
tends to perform poorly when dealing with high-dimensional data and may struggle to 
generalize patterns effectively, leading to its lower F1-Score. 
 
DL results 
We will compare the performance of deep learning models on the test data. Table 3 shows the 
results of deep learning models. We will only write the model number (if you want to know 
more details, you can refer to the second part of section five). 
Note: the 1 refers to positive and -1 refers to negative. 
 

Table 3 the results of DL Models 
model label Precision Recall F1-Score (%) 

First model 
-1 81 86 83 
1 85 79 82 

Second model 
-1 81 86 83 
1 85 80 82 

Third model 
-1 88 84 86 
1 85 88 86 

Fourth model 
-1 85 86 85 
1 85 84 85 

Last model 
-1 88 84 86 
1 85 89 87 

 
The Last model, which employs bidirectional context and effective sequential processing, 
outperformed other models in sentiment analysis with an F1-Score of 87%. This demonstrates 
that capturing contextual information from both directions in text is crucial for accurate 
sentiment classification. The model's simplicity and generalization ability make it a valuable 
choice for tasks like customer review sentiment analysis. 
 
Conclusion 
In this paper, we have undertaken an in-depth exploration of  Classification reviews in Arabic. 
We analyzed Arabic reviews from Amazon using Machine Learning and Deep Learning, and 
we compared the results between them after discussing and comparing previous related work 
in the same field. Through this paper, We noticed AI's high analytics and classification 
capabilities, the power of deep neural networks compared to other machine learning 
algorithms. We discussed the huge impact of social media on the global market, and how 
customer reviews and opinions affect the sale of a particular product. In the end we noticed 
that using BILSTM networks the performance was better than all other models. In the future, 
we can improve performance further, analyze and understand customer reviews better by using 
transformers and other advanced techniques such as the attention mechanism. This paper opens 
doors to new opportunities for further investigation, improvement, and advancement in this 
context. It serves as a significant step towards Create deep models that are able to automatically 
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understand and classify customer reviews written in any language. and lays the groundwork 
for future research. 
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