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Abstract 
The Coronavirus Disease 2019 (COVID19) has brought severe stress on all human lives, 
especially to healthcare systems worldwide. The Healthcare system includes personnel, 
equipment and infrastructure, medicines, and voluminous dataset. This is a contagious and 
dreadful disease that timely treatment must be given to cure. All the patients affected by 
coronavirus cannot be treated the same way and provide the same resource. Depending on the 
severity of the disease, treatment should be given and resources should be allocated. Doctors 
and healthcare personnel interrogating the patients and identifying them based on their 
severity is a time-consuming process. In such a scenario, the help of IT and computer are the 
need of the hour. A computer-based system is needed that automatically categorizes the 
patients according to their severity. The machine learning approach will be best suited to 
category coronavirus-affected patients based on their severity. Unsupervised learning is a 
technique that categorizes the dataset without the label. Clustering is one of the techniques of 
unsupervised learning. There are ample number of clustering algorithms available in the 
market for this purpose. K-means algorithm is one of the clustering algorithms that is simple 
and efficient to use. This research project aims at improving the performance of the K-means 
clustering algorithm that categorizes the data more accurately.  
Keywords: k-means clustering, covid19 dataset, machine learning, clustering algorithm 

I. INTRODUCTION 
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Coronavirus disease has laid a huge responsibility on the healthcare sector. Healthcare sector 
includes doctors, nurses, hospitals, equipment, medicines and voluminous dataset. The dataset 
are generated and curated in such a way, that more complex tools and analysis techniques are 
necessary to find the insight. Doctors and researchers are inquisitive in finding the treatment 
and curing the corona virus infected patients. This is a contagious and dreadful disease that 
timely treatment should be given to cure. All the patients infected by this virus cannot be treated 
under the same umbrella or provide the same resource, rather, depending on the severity, 
treatment should be given and resource should be allocated. As the number of patients affected 
are large in number, manual identification and classification of the patients based on their 
severity is a time consuming process. A computer based system is needed that automatically 
categorizes the patients according to their severity. 

II. LITERATURE REVIEW 
Machine learning has become the most important technique used in every area of 
computational work. This approach will be best suited to categorize the corona virus infected 
patients based on their severity. It is often used in various applications such as computer 
security, engineering, biomedicine, and healthcare [1]. Clustering is a machine learning 
technique that could be used for grouping or classifying the dataset. It groups the dataset with 
similar characteristics into clusters [2]. There are number of clustering available for 
implementation. K-means algorithm is one of the simplest yet powerful algorithms for 
clustering [3]. This paper presents a modified, yet more efficient version of k-means algorithm 
with respect to the covid-19 dataset. 

III. MACHINE LEARNING APPROACH 
This approach is capable of performing tasks that are complex for human being to do manually. 
A machine learning system uses statistical model to analyze the voluminous of dataset. 
Machine learning approach is suitable in places where there is rapid increment in the generation 
of dataset. A traditional program approach takes input data, process the data and produces the 
output. Whereas the machine learning approach takes the dataset, model it using an algorithm 
and produces the output, where the out may be prediction, classification or grouping. A 
machine learning system learns from the past data or historical dataset, uses a statistical model 
and predicts the output. 
 

A. K-Means algorithm 
This is one of the most popular and efficient clustering algorithm that applies unsupervised 
learning. It works on unlabelled dataset, when it is given as input, the algorithm dives them 
into k clusters. It divides the given dataset into different clusters of similar characteristics based 
on the centroid.  A centroid is a central data point towards which other data points with related 
or similar characteristics are grouped. There can be more than one and up to k centroids, such 
that there are k groups. The number of k or the groups must be specified in this algorithm. It is 
an iterative algorithm that classifies the input dataset into k clusters that has similar properties. 
This is shown in Figure 1(a) and 1(b). 
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Figure 1 (a) Dataset before clustering 

 

 
Figure 1 (b) Dataset after clustering 

 
K-means algorithm works in two phases 

1. By iterative process, the number of k centroids are computed 
2. The data points that are closer to these k centroids are grouped 

The steps involved in implementing k-means algorithm is given in figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Steps involved in K-means clustering algorithm 
 
The efficiency of this algorithm is in finding the number of centroids. There are various 
methods followed to calculate the centroid, like Euclidean distance or Manhattan distance 
method. But elbow method is one of the prominent and efficient techniques to find the 
centroids.  
Elbow Method 
This elbow method is based on the WCSS (Within Cluster Sum of Squares) value. Initially the 
centroids are randomly chosen. Then for each data point, the sum of squares of distance 

Set Elbow point K

Calculate the distance 
between a data point and 
the centroid of K usign 

WCSS

Cluster the data point by 
finding the minimum 

distance to the centroid

Continue the iteration 
until the data points are 
placed in appropriate 

clusters 
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between each data point and the centroid within each cluster are calculated. Formula to 
calculate the WCSS for three clusters, is given in equation 1.  
 

𝑊𝐶𝑆𝑆 = ෌ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑 𝑎𝑛𝑑 𝑑𝑎𝑡𝑎 𝑝𝑜𝑖𝑛𝑡𝑠 (𝑃𝑘 𝐶𝑘)ଶଷ

௞ୀଵ
   -------- equ. (1) 

 
B. Key Features of K-means Clustering Algorithm 

 This k-means algorithm is very robust but simple to implement complex and 
voluminous dataset  

 It is best suited for interpretations and resolutions   

 It is faster than hierarchical clustering 
C. Limitations of K-means Clustering 

 Though there are number of advantages in this algorithm, one of the adverse 
properties is, the performance goes down when implementing non-linear and noisy 
dataset.  

 The second limitation is the user should specify the k value to the algorithm  
 

IV. EXPERIMENTAL SETUP 

This research project is implemented using Python. The code for this algorithm is written from 
the scratch, no packages are used. The dataset is stored in Microsoft Excel file. Though this is 
an unsupervised algorithm, labels are used for testing purposes only. The centroid values that 
are calculated in the program is store in the same excel file. The accuracy rate and the confusion 
matrix is also displayed in this same file. The results obtained from the Python shell is given 
in detailed in the ‘Results and Interpretation’ section. 

V. LIFE CYCLE OF A MACHINE LEARNING SYSTEM 
 

The machine-learning life cycle starts with the dataset rather than starting with program as 
in traditional programming paradigm. There are six steps involved in developing any 
project using machine learning approach. Given below in the Figure 3. 

 

 

 

 

 

 

 

 

 

Figure 3: Steps in Machine learning approach 
 

Step 6: Testing the model and result production

Step 5: Model validation and accuracy production

Step 4: Data modeling and training

Step 3: Data pre-processing

Step 2: Data Cleaning

Step 1: Data Acquisition
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Step 1: Data Acquisition 
The effectiveness and the efficiency of a machine learning solution depend on the nature and 
characteristics of data and the performance of the learning algorithms [4]. The accuracy of the 
model depends on the dataset that is fed into the system. The more dataset fed into the system, 
the more accurate result we get.  
Data is generated from almost every parts of the world. Data is readily available for public on 
any domain. There are ample number of tools available in the market to scrap the data. Most 
of the time spent developing an ML application is spent on data preparation, e.g., Merck data 
scientists invest at least 90 % of their time seeking the appropriate data sets relevant for the 
task [5.]. This research deals with the covid19 dataset which is obtained from a healthcare 
sector.  
 

 
Above screenshot is the original data collected from the source. There are totally twenty fields  
like diabetics, fever, oxygen, cough, tiredness, loss of taste, loss of smell, sore throat, headache, 
aches and pains, diarrhea, a rash on skin, or discolouration of fingers or toes, dyspnoea, 
pregnant, cases at house, smoking, nausea/ vomiting, and RT-PCR result 
Step 2: Data Cleaning 
This phase of the lifecycle involves removing the irrelevant data like special character, 
symbols, incomplete or unfilled data, and noisy data. Data cleaning is the initial stage of any 
machine learning project and is one of the most critical processes in data analysis. It is a critical 
step in ensuring that the dataset is devoid of incorrect or erroneous data [6]. Data collected 
from the various resources are dirty and this will affect the accuracy of prediction result. Data 
cleansing offers a better data quality which will be a great help for the organization to make 
sure their data is ready for the analyzing phase. [7]. Data cleaning process involves removing 
of those data or filling with default and appropriate data.  
In this dataset, there are no unfilled data or empty column, whereas there are non-numeric 
datasets, which are to be cleaned. The cleaning process was done manually in the excel sheet 
by applying formulae. The below screenshot shows the cleaned datasets 



IMPROVISED K-MEANS CLUSTERING ALGORITHM TO CATEGORIZE THE COVID19 DATASET 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      1022 
 

 

Step 3: Data pre-processing 
In this data preprocessing phase, only the fields that are necessary in classification or prediction 
is taken into consideration. Data reduction can be conducted in two directions, first, row-wise 
for data sample reduction and second, column-wise for data variable reduction. Data reduction 
is applied to reduce data dimensions and therefore, reducing the computational costs 
associated. [8]. The fields are dropped out. For example, in this research of clustering the 
covid19 dataset, patients name and address will not be used. This field has to be dropped and 
will not be used for any purpose. Further, due to confidentiality also, this field will not be used. 
There are two categories of data: the primary features like diabetics, fever and oxygen level 
and all other fields are secondary features. The primary features are used in classification, 
whereas the secondary features are only symptoms. When the secondary features are examined, 
one can infer that all the data are binary data and it cannot be ignored but it should be considered 
for classification. In such condition, a new technique is considered taking the sum of all the 
secondary features. The sum will range from 17 to 34, if all the symptoms are true, then the 
maximum sum value is 34. Moreover, if all the symptoms are false, then the minimum value 
is 17. After manipulation of the parameter field, the resultant values are given in the screenshot.  
Thus data pre-processing [9] is a major and essential stage whose main goal is to obtain final 
data sets which can be considered correct and useful for further data mining algorithms. 
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Step 4: Data modeling and training 
Machine learning involves creating a model that is trained on a set of training data and is then 
applied to additional data to make predictions. Various types of models have been used and 
researched for machine learning based systems [10]. Machine learning uses data and 
algorithms to build models that carry out certain tasks without being explicitly programmed 
[11]. While machine learning focuses on technologies, its application is part of data science. 
More precisely, data science uses principles, processes, and techniques for understanding 
phenomena via analysis of data [12] 
It is in this phase the algorithm is implemented. K-means algorithm is implemented by finding 
the centroids. In this research, the datasets are clustered into three groups, namely ‘Acute’, 
‘Mild’ and ‘Trivial’. The model is trained with the historic dataset and the results are produced 
for that training dataset. A newer way of identifying the clustering the dataset using K-means 
clustering algorithm is implemented in this research. The results of both methods is compared 
and the time taken to execute both codes is produced. This research projects aims at giving a 
better accuracy result, when compared to the traditional K-means clustering algorithm. The 
centroid calculations are performed and stored in excel file itself for visibility. The columns A, 
B, C and D are the features whereas columns F, G, and H are the centroid calculations. The 
screenshot is given below 



IMPROVISED K-MEANS CLUSTERING ALGORITHM TO CATEGORIZE THE COVID19 DATASET 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      1024 
 

 
 
Step 5: Model validation and accuracy production 
Data errors are common and can be difficult to detect when developing and operating ML-
enabled software systems. Data validation in ML projects is the process of ensuring the high 
quality of data that is fed into the ML algorithm(s). The aim is to continuously check and 
monitor the data in order to assess its quality and identify underlying issues in data quality 
[13][14][15]. Important data quality dimensions of consideration are with respect to accuracy, 
completeness, consistency, timeliness [16][17]. Recently, studies have demonstrated that the 
ML model performance increases when data quality is continuously monitored and corrected 
according to the data quality measurement results [18]. 
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Once the model is trained with the dataset, it has to be validated for its accuracy prediction. 
Usually the dataset that is used for training the system will use for both training and testing in 
the ratio of 80% training and 20% of testing. There are various methods like cross validation, 
finding scores and confusion matrix are used for validating the mode. In this research project, 
once the model is trained with the given dataset, the accuracy rate is validated using cross 
validation. The validation and the calculations made are stored in the excel sheet itself. This is 
shown in below screenshots. 

 
 

 
Step 6: Testing the model and result production 

Training dataset 1000 (80%) 

Testing dataset 250 (20%) 
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The model is designed and once the required level of accuracy is achieved, the real testing 
dataset is fed into the system and the result is predicted. In this project, an application will be 
developed that receives the input from the user and produces the result. For the purpose of 
testing the model, the actual classification is given in the excel sheet itself and shown as column 
E in the sheet. Whereas, the column I is the actual classified value. Further, the accuracy rate 
is calculated using confusion matrix and stored in the excel sheet itself. It is given in columns 
L through O. This is shown in the below screenshot. 
 

 
Once the model is developed and trained and validated, it is used for classification. The results 
are shown below and all the results are discussed in the later section of Results and 
Interpretation. 
 
=========================================== RESTART: 
C:\Users\ADMIN\Desktop\MRP\Final\Original Implement Code.py 
=========================================== 
Iteration   :    1 Accuracy rate :  82.16 % 
Given Test dataset :  [340.0, 99.0, 65.0, 24.0] 
3 - Please Admit in Hospital 
Program Finished... 
>>> 
 

VI. RESULTS AND INTERPRETATION 
 
Result while training 
 
>>>  
===== RESTART: C:\Users\ADMIN\Desktop\MRP\Final\Original Implement Code.py 
===== 
Iteration   :    1 Accuracy rate :  82.16 % 
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Given Test dataset :  [100.0, 98.4, 99, 17] 
1 - Be Happy 
Program Finished... 
>>>  
=========================================== RESTART: 
C:\Users\ADMIN\Desktop\MRP\Final\Original Implement Code.py 
=========================================== 
Iteration   :    1 Accuracy rate :  82.16 % 
Given Test dataset :  [230.0, 99.1, 80.0, 18.0] 
2 - Quarantine and Take Rest 
Program Finished... 
>>>  
=========================================== RESTART: 
C:\Users\ADMIN\Desktop\MRP\Final\Original Implement Code.py 
=========================================== 
Iteration   :    1 Accuracy rate :  82.16 % 
Given Test dataset :  [340.0, 99.0, 65.0, 24.0] 
3 - Please Admit in Hospital 
Program Finished... 
>>> 
=========================================== RESTART: 
C:\Users\ADMIN\Desktop\MRP\Final\Original Implement Code.py 
=========================================== 
Iteration   :    1 Accuracy rate :  82.16 % 
Given Test dataset :  [140.0, 99.0, 65.0, 24.0] 
1 - Be Happy 
Program Finished... 
>>>  
=========================================== RESTART: 
C:\Users\ADMIN\Desktop\MRP\Final\Original Implement Code.py 
=========================================== 
Iteration   :    1 Accuracy rate :  82.16 % 
Given Test dataset :  [240.0, 99.0, 65.0, 24.0] 
2 - Quarantine and Take Rest 
Program Finished... 
>>>  
=========================================== RESTART: 
C:\Users\ADMIN\Desktop\MRP\Final\Original Implement Code.py 
=========================================== 
Iteration   :    1 Accuracy rate :  82.16 % 
Given Test dataset :  [40.0, 99.0, 65.0, 24.0] 
1 - Be Happy 
Program Finished... 
>>>  
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=========================================== RESTART: 
C:\Users\ADMIN\Desktop\MRP\Final\Original Implement Code.py 
=========================================== 
Iteration   :    1 Accuracy rate :  82.16 % 
Given Test dataset :  [100.0, 99.0, 95.0, 24.0] 
1 - Be Happy 
Program Finished... 
>>>  
=========================================== RESTART: 
C:\Users\ADMIN\Desktop\MRP\Final\Original Implement Code.py 
=========================================== 
Iteration   :    1 Accuracy rate :  82.16 % 
Given Test dataset :  [100.0, 99.0, 95.0, 17.0] 
1 - Be Happy 
Program Finished... 
>>> 
Confusion Matrix   
 

 
 
 
Validation 
============= RESTART: C:/Users/admin/Desktop/MRP/Final/Training.py 
============ 
TRAINING 1000 
Iteration   :    1 Training Accuracy rate :  81.69999999999999 % 
VALIDATION 250 
Validation Accuracy rate :  93.2 % 
Given Test dataset :  [100.0, 99.0, 95.0, 17.0] 
1 - Be Happy 
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Program Finished... 
 
==================================================================
======================= RESTART: 
C:/Users/admin/Desktop/MRP/Final/Training.py 
==================================================================
====================== 
TRAINING 1000 
Iteration   :    1 Training Accuracy rate :  81.69999999999999 % 
VALIDATION 250 
Validation Accuracy rate :  93.2 % 
Given Test dataset :  [230.0, 99.1, 80.0, 18.0] 
2 - Quarantine and Take Rest 
Program Finished... 
 
==================================================================
======================= RESTART: 
C:/Users/admin/Desktop/MRP/Final/Training.py 
==================================================================
====================== 
TRAINING 1000 
Iteration   :    1 Training Accuracy rate :  81.69999999999999 % 
VALIDATION 250 
Validation Accuracy rate :  93.2 % 
Given Test dataset :  [100.0, 98.4, 99, 17] 
1 - Be Happy 
Program Finished... 
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Modified Algorithm 
>>>  
====== RESTART: C:\Users\ADMIN\Desktop\MRP\Final\Modify Implement Code.py 
====== 
Iteration   :    1 Accuracy rate :  89.03999999999999 % 
Given Test dataset :  [100.0, 99.0, 95.0, 17.0] 
1 - Be Happy 
Program Finished... 
>>>  
============================================ RESTART: 
C:\Users\ADMIN\Desktop\MRP\Final\Modify Implement Code.py 
============================================ 
Iteration   :    1 Accuracy rate :  89.03999999999999 % 
Given Test dataset :  [230.0, 99.1, 80.0, 18.0] 
2 - Quarantine and Take Rest 
Program Finished... 
>>>  
============================================ RESTART: 
C:\Users\ADMIN\Desktop\MRP\Final\Modify Implement Code.py 
============================================ 
Iteration   :    1 Accuracy rate :  89.03999999999999 % 
Given Test dataset :  [100.0, 98.4, 99, 17] 
1 - Be Happy 
Program Finished... 
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>>> 

 
 
Validation 
Training 
>>>  
=========== RESTART: C:\Users\ADMIN\Desktop\MRP\Final\NewTraining.py 
=========== 
TRAINING 1000 
Iteration   :    1 Training Accuracy rate :  89.3 % 
VALIDATION 250 
Validation Accuracy rate :  83.6 % 
Given Test dataset :  [100.0, 99.0, 95.0, 17.0] 
1 - Be Happy 
Program Finished... 
>>>  
=========== RESTART: C:\Users\ADMIN\Desktop\MRP\Final\NewTraining.py 
=========== 
TRAINING 1000 
Iteration   :    1 Training Accuracy rate :  89.3 % 
VALIDATION 250 
Validation Accuracy rate :  83.6 % 
Given Test dataset :  [230.0, 99.1, 80.0, 18.0] 
2 - Quarantine and Take Rest 
Program Finished... 
>>>  
=========== RESTART: C:\Users\ADMIN\Desktop\MRP\Final\NewTraining.py 
=========== 
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TRAINING 1000 
Iteration   :    1 Training Accuracy rate :  89.3 % 
VALIDATION 250 
Validation Accuracy rate :  83.6 % 
Given Test dataset :  [100.0, 98.4, 99, 17] 
1 - Be Happy 
Program Finished... 
>>> 

 
 
 
 
 
 
 
 
 
 

Validation 
 

 
 
 
 
 
 
 
 
 
 
 

VII. CONCLUSION 
Covid 19 has historic event that penetrated into almost every parts of our life and changed the 
entire life style of every human being. A huge responsibility is laid on the healthcare sector in 
curing and avoiding Covid 19. The number of patients were increasing day by day and 
identifying the severity of the patients and treating them by the doctors were time consuming. 
Further, doctors and healthcare personnel were wasting their effort in identifying and 
classifying patients. The help of IT and computers are the need of the hour. Machine learning 
approach that uses a clustering algorithm is to be developed. This project aims at analysing 
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various clustering algorithm and develop a new algorithm that classifies the data more 
accurately. And this is achieved in this project.  
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