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Abstract— In e-commerce websites, users are utilizing product reviews to make decisions 
about a product purchase. But the fake and spam reviews of products are influencing buyers’ 
decisions. In this context, recently different approaches are developed for classifying spam 
reviews, but most of the authors are only considering only the review text which provides 
partial information to classify the reviews as spam or legitimate. In this paper, we are proposing 
a new weighted classification technique to deal with this problem. The proposed technique 
utilizes the reviewer’s attributes and other people's opinions about the review for providing a 
score for the review. On the other hand, the review text is classified using the text classification 
approach to decide the initial review class. Further, a weight is calculated using the calculated 
score and initial class label. Using this weight we have decided on the final class label about 
the product class i.e. spam or legitimate. The experiments are carried out using the Amazon 
product review dataset and the performance of the model has been measured. The performance 
of the prepared model is measured and compared in terms of Precision, Recall, and F1-score. 
The comparison shows the proposed method provides more accurate results as compared to 
only text classification-based techniques. 
Keywords—Text mining, sentiment analysis, Spam Classification, weighted classifier, 
ecommerce, decision making process. 
 
I. INTRODUCTION 
Text is one of the most used techniques to describe the details of various things in this world. 
Text is used for providing information, sharing opinions, expressing emotions, and others [1]. 
Therefore it is used in a number of places in real-world applications. In this context, text 
processing or automated text handling is a technique to identify the hidden information in a 
given text block [2]. However, text processing or text mining is a classical domain of research 
in machine learning. Using text processing a number of applications such as search engines, 
Information Retrieval (IR), summarization, historical facts digitization, etc are developed [3]. 
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In this presented work, we are demonstrating an application of automated text analysis in order 
to classify spam text in e-commerce platforms.  
In e-commerce platforms, most of the users before purchasing a product read reviews about 
the products. The product reviews are describing the pros and cons of the product listed in an 
e-commerce platform [4]. But sometimes e-commerce product vendors are delegating some 
commercial reviews to attract more buyers to their products for making profits. Therefore these 
reviews are mostly biased toward the product quality and their actual properties [5]. Such kind 
of fake reviews are highly influential and can misguide the buyer’s decisions. Moreover, such 
kind of false information not only affecting the buyer’s trust it also damages the e-commerce 
platform's credibility [6]. However, there are some very essential contributions in order to deal 
with this issue available in literature but most of them are either not much accurate or working 
on partial information. Therefore classification accuracy is the key issue in spam detection in 
e-commerce reviews. 
In this paper, we are presenting a novel approach to identifying spam reviews by incorporating 
the review text and the reviewer's profile information to accurately classify the spam reviews. 
This section provides an overview of the proposed work, the next section provides the details 
of the proposed weighted classification technique, and then the implemented technique is 
evaluated and compared with the technique developed based on only text-based spam review 
classification. Using this comparison we are trying to find the impact of the proposed technique 
over the traditional methodology of e-commerce spam review classification techniques. 
Finally, the conclusion is provided and future research directions are discussed. 
II. proposed work 
The review analysis on an e-commerce platform is most of the time conducted to know the 
opinion or sentiment of the product users as feedback for the product manufacturer or product 
vendor. Using such kind of opinion mining the product manufacturers are improving the quality 
of products to serve better to their consumers [7]. In this perspective, the product manufacturers 
are trying to identify the sentimental orientation of the product user in terms of positive, 
negative, or neutral. On the other hand, the same review is manually analyzed by a buyer to 
make the decision about the product to be purchased or not. But a false or biased review will 
affect the buyer’s decision and results in a bad quality product being delivered to the consumer 
[8]. That not only affects the consumer’s trust but also damage the credibility of the e-
commerce platform. Therefore, it is essential to analyze a product review by the e-commerce 
authorities before publishing it to the platform to maintain a healthy e-commerce platform [9]. 
Therefore the proposed work is motivated to design a new approach to classify spam reviews 
in an e-commerce platform. Figure 1 demonstrates the overview of the proposed concept for 
classifying spam reviews. 
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Dataset: In this context, we have explored different datasets and found an appropriate among 
them from Kaggle [10]. This dataset is a part of Amazon product reviews and has a number of 
different categories such as home and kitchen, electronics, toys, games, etc. Among them, we 
have selected toys and games categories for our proposed model design. Here, the given dataset 
is available in form of JSON file format. The JSON is a semi-structured XML file format, 
which consists of product review information according to a specific format. In the first step, 
we downloaded and parsed the file to prepare two vectors which consist of nine attributes as 
listed in below table 1. 
Table 1 Amazon product review dataset attributes 

S. No. Attribute Name  Type of data 

1 Id  Unique ID of review  

2 Reviewer Name Reviewer name who posted the product review   

3 votes-down/up A set of count [down and up] 

4 Review Text  Review text post  

5 Rating  Rating given by the reviewer  

6 Summary  Summary of the review  

7 Review Time Time stamp  

8 Category  Product category  

9 Class  Spam or legitimate  

Data pre-processing: After the data parsing, we need to perform data pre-processing by 
eliminating unwanted or non-essential data. Therefore first we have eliminated the non-
essential attributes namely ID, Review Time, and category. Here, ID is a unique value 
associated with each review to identify the review individually thus it is an over-fitted attribute, 
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similarly, review time is also a unique value, and therefore, it is necessary to eliminate it for 
better classification results. Additionally, the category is similar for all the data instances, 
therefore, it is also not playing any role in the classification task thus we have decided to 
remove these three attributes. In addition, the reviewer name is also a unique value for all the 
instances thus we have decided to reduce this attribute also. Thus the final set of attributes is 
demonstrated in table 2. 

Table 2 final set of attributes after data pre-processing 
S. No. Attribute Name  Type of data 

1 votes-down/up A set of count [down and up] 

2 Review Text  Review text post  

3 Rating  Rating given by the reviewer  

4 Summary  Summary of the review  

5 Class  Spam or legitimate  

Score computation: After finalizing the attributes we utilize the individual attributes for 
computing four different kinds of scores. The details of the required scores are described below: 
 Helpfulness score 
 In review posts, there is a provision to provide an up-vote or down-vote a review post by the 
other person who is reading the reviews. The up or down vote depends on the criteria and how 
helpful the review is for making the decision. In this dataset, we have an attribute “votes-
down/up”. Using this attribute we calculated the helpfulness score using the following formula: 

𝐻௦ =
𝑈

𝑇
−

𝐷

𝑇
… … … … … (1) 

 Where, H_s is helpfulness score, U is the total up votes, D is total down votes, and T is total 
votes given to the review 

𝑇 = 𝑈 + 𝐷 … … … … . (2) 

 Opinion score 
In different review systems in e-commerce platforms, a rating is also associated. This rating is 
provided by the reviewer to describe their sentiments towards the product. In most of the 
platforms, the rating is given between 1-5. In this work the rating of a review is utilized as an 
opinion score and calculated between 0-1 using the following formula: 

𝑂௣ =
𝑅 − 𝑀௥

𝑀௥ − 𝑀௡

… … … (3) 

Where, O_p is the opinion score, R is the rating assigned to review, M_r is the maximum rating 
score and M_n is the minimum value of a rating. 
 Sentiment score 
Sentiment indicates the orientation of the review text. Mostly the sentiments are calculated to 
classify the text into their sentiment classes such as negative, positive, or neutral. But in this 
experimental dataset, we don’t have any predefined sentiment classes to learn and then estimate 
the sentiment class for each review text. Therefore, in this presented work we have utilized a 
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popular sentiment score calculation library namely Valence Aware Dictionary and sEntiment 
Reasoner (VADER) [11]. In order to calculate the sentiment score the library provides a 
function which is known as “polarity_scores”. The polarity score is results in four different 
scores for the given sentence or paragraph. The type of score and the value range is given in 
table 3. In this work, we utilize the compound sentiment score for representing the sentiment 
of the review summary. This compound sentiment score is denoted as C. 

Table 3 Sentiment score 
S. No. Sentiment type  Score range  

1 Negative  0 - 1 

2 Positive  0 - 1  

3 Neutral  0 – 1 

4 Compound  -1 - +1 

 Classification score 
The next attribute is the review text and the class label. The review text is used to express the 
quality of a product in the e-commerce platform. Additionally, we have predefined classes to 
learn and identify the class of a review text. Therefore the review text is used with the text 
classification technique to identify the class of a given review. In order to classify the review 
text the required model is demonstrated in figure 2. 
  

 
In this phase, we have used a part of the dataset containing only the review text and class labels. 
Then, the data preprocessing technique is used. The preprocessing involves the use of 
Punctuation Removal, special character removal, and Stop-word Removal. After preprocessing 
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the data we extract the features from the text. Before features extraction, we considered here 
only two class labels thus we have mapped all the class labels where 1 as spam review and 
normal text as class 0. Now, we compute Term Frequency and Inverse Document Frequency 
(TF-IDF). In addition, for reducing the large feature set we utilize the Chi-Square test between 
the features and the class labels [12]. Using this approach we have selected only 5000 features. 
Finally, the dataset is split into two parts with a ratio of 75%-25% for training and testing.  Both 
splits are used with the classifiers for performing training and validation. In order to perform 
training and testing the two classifiers utilized a support vector machine, and an ANN 
algorithm. The predicted class label is denoted here as L. 
    

 
   

Figure 3 shows the comparative experimental performance of the proposed weighted 
classification technique and traditional spam review classification technique in terms of (A) 
precision (B) recall (C) f-score and (D) training time 
 Calculating final class label 
In order to approximate the final class label for a given instance of review we utilize a weighted 
technique. The following formula is used for calculating the weight of instance. 

𝑊 = 𝐻௦ ∗ 𝑤ଵ + 𝑂௣ ∗ 𝑤ଶ + 𝐶 ∗ 𝑤ଷ + 𝐿 ∗ 𝑤ସ … … . . (4) 

Where the w_1,w_2,w_3 and w_4are the weight factors which is adjusted according to 
algorithm designer with the constraint of w_1+w_2+w_3+w_4=1. Here we have distributed 
the same weight to all w_1=w_2=w_3=w_4=0.25. 
Now in order to decide the final class label of the data we utilize the following function: 
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𝑓(𝑊, 𝐿) = ൝

𝑖𝑓 𝑊 ≥ 0.66 𝑎𝑛𝑑 𝐿 == 0 𝑡ℎ𝑒𝑛 𝑙𝑒𝑔𝑖𝑡𝑖𝑚𝑎𝑡𝑒

𝑖𝑓 𝑊 < 0.66 𝑎𝑛𝑑 𝐿 == 1 𝑡ℎ𝑒𝑛 𝑙𝑒𝑔𝑖𝑡𝑖𝑚𝑎𝑡𝑒
𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  𝑠𝑝𝑎𝑚

… … . . (5) 

Finally, the performance of the system has been measured and compared with the SVM based 
method [13], which is based only on the review text classification. The next section provides a 
discussion of the performed experiments and obtained results.  
 
experiments and results 
In this section, we provide the experimental analysis and obtained comparative results. 
Therefore, the proposed weighted technique is compared with the review text-based 
classification technique. The traditional technique utilizes the support vector machine 
classifier. There are four parameters are evaluated for demonstrating the performance of the 
proposed technique i.e. precision, recall, f-score, and training time. 
The precision can be described as the fraction of relevant instances among the retrieved 
instances. Precision is defined as follows: 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
… … … . (6) 

Where, TP is true positive and FP is false positive. 
Figure 3(A) shows the comparative performance of the proposed weighted spam review 
classifier and traditional SVM-based review classifier in terms of precision. The precision is 
also known as the accuracy of a classification system. In this diagram, the X axis shows the 
experiments with two different sample sizes, and the Y axis shows the precision of the 
classifier. According to the obtained results, the proposed weighted classification approach 
provides more accurate results as compared to only content-based review classification. In 
addition, we also find that when the sample size increases the classification accuracy is reduced 
but the classification system based on the weighted technique will improve the classification 
accuracy with increasing size of samples. 

Table 4 Observed comparative performance of proposed and traditional spam review 
classification system 

W = Weighted Classification, C = Content based classification 
The next evaluation parameter is Recall, which is also known as sensitivity or true positive rate 
and is defined as follows: 

Table 4 Observed comparative performance of proposed and traditional spam review classification system 

S. No. Sample 
size  

Precision Recall F1-score Training time 

W C W C W C W C 

1 5000 0.87 0.81 0.91 0.84 0.88 0.82 75 72 

2 10000 0.91 0.83 0.94 0.88 0.92 0.85 112 110 

3 15000 0.94 0.84 0.97 0.86 0.95 0.84 164 159 

W = Weighted Classification, C = Content based classification 
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𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
… … … … . (7) 

Where TP is true positive and FN is false negative. 
Figure 3(B) shows the recall of the proposed and traditional review classification system. In 
this diagram, the X axis shows the size of the data samples used for the experiment, and the Y 
axis shows the recall obtained using the proposed weighted classification technique and SVM-
based classification technique. According to the obtained results, the proposed technique was 
found superior then the SVM-based classification technique. Additionally, we have found with 
the increasing amount of samples the proposed technique provides more consistent results as 
compared to the SVM classifier which reduces their performance with the sample size. 
The next parameter is F1-score. The F1-Score takes into account both precision and recall for 
measuring the f1-score. Therefore the f1-score is also known as the harmonic mean of precision 
and recall in order to describe the quality of classification. It is defined using the following 
formula: 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙
… … … . (8) 

Figure 3(C) demonstrates the performance of the classification models in terms of recall. In 
this diagram, the sample size is given in the X-axis and the Y-axis contains the obtained f1-
score. According to the obtained results, the proposed model demonstrates a higher f1-score as 
compared to the only content-based technique of spam review classification. 
Finally, we have measured the time consumption for performing the training of the proposed 
and traditional model. Figure 3(D) shows the time consumption for performing the training of 
both models. In this context, X-axis shows the sample size and the Y-axis shows the time 
required to train the model in terms of seconds (sec). According to the obtained experimental 
results the SVM takes higher training time as compared to the ANN-based approach. 
Additionally, when we include the time taken for computing the additional factors and weights 
to classify the review, the time requirement of the proposed weighted classification technique 
is increased as compared to only content-based review classification. Finally, the performance 
of the experiments is also reported in terms of the obtained values which are reported in table 
4. 
 
Conclusions 
The techniques of text processing and analysis are utilized in a number of different ways to 
provide benefits to us. Among them, text analysis for the decision-making process is one of the 
essential tasks. In this presented work text analysis is performed in order to deal with the issue 
of e-commerce spam review classification. It is one of the critical issues which will be harmful 
to both i.e. consumers as well as the e-commerce platforms. In this context, a new review 
analysis methodology has been introduced based on the weight computation of the review. The 
weight of a review has been calculated based on four different parameters (1) helpfulness score, 
which indicates how useful a review is to understand the quality or service offered by the e-
commerce (2) opinion score, which indicates how other e-commerce users are reacting on the 
given review in terms of votes (3) sentiment score, based on the review summary we have 
calculated a sentiment score to indicate the orientation of the given review (4) classification 
score, in order to calculate this score we performed a classification of review in terms of spam 
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or legitimate. Finally, these calculated scores are combined using a weight calculation 
technique to decide whether a given review is spam or legitimate.  
The implementation of the proposed technique is performed and their performance has been 
measured in terms of precision, recall, f-score, and training time. Additionally, the proposed 
weighted classification technique is compared with a traditional approach of spam review 
classification based on only review text, extracted text features, and an SVM-based classifier. 
The comparative results indicate that the proposed technique is providing more accurate results 
as compared to the traditional spam classification technique. Therefore, we can say the spam 
review classification not only depends on the review content but it also depends on the opinion 
of other users and the reviewer's profile. In addition, the classification of spam reviews from 
legitimate reviews is difficult without considering additional parameters such as rating, 
opinion, and votes.      
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