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Abstract. A study on deep learning for medical image super-resolution (MISR) and its 
prospective applications in medical imaging are presented in this research report. We 
investigate and evaluate the performance of two distinct methods to MISR employing CNNs 
and GANs on a dataset consisting of low-resolution medical pictures. Both of these techniques 
use artificial neural networks. Both CNN-based and GAN-based approaches were able to 
significantly improve the visual quality and diagnostic accuracy of medical images, with the 
GAN-based approach outperforming the CNN-based approach in terms of perceptual quality. 
Our experimental results show that both approaches can significantly improve the visual 
quality of medical images. We also examine the possible uses of deep learning for MISR in 
clinical diagnostics and medical technology, as well as assess the influence that various 
parameters have on the accuracy and visual quality of the models. This study makes a 
significant contribution to the expanding corpus of research on the use of deep learning to 
MISR and offers important new insights into the design, implementation, and improvement of 
deep learning models for use in medical imaging applications. 
Keywords. medical imaging, clinical diagnosis, image processing, artificial intelligence, 
image enhancement. 
 

I. Introduction 

In recent years, methodologies that are based on deep learning have been at the forefront of 
changing many different sectors, including medical imaging. This has been the case 
particularly in the United States. A variety of distinct applications, including one known as 
medical picture super-resolution, have shown that deep learning may produce promising 
outcomes (MISR). The Medical Image Super Resolution (MISR) method is a process that 
creates medical photos with a high resolution from medical images with a lower quality. It is 
referred to as "micro-image-based soft-reconstruction," and it is a procedure that has the 
potential to significantly improve the accuracy of medical diagnoses. The traditional methods 
for improving the resolution of images involve performing complex mathematical operations, 
which take a significant amount of time to accomplish. In addition, these methods are not very 
efficient. Deep learning models, on the other hand, are able to unearth subtle patterns and 



DEEP LEARNING FOR MEDICAL IMAGE SUPER-RESOLUTION FOR PRECISION DIAGNOSIS 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      1623 

correlations that are buried inside large datasets, and they can do the same work in a 
substantially shorter amount of time. This is due to the fact that they are able to learn from 
experience. 
This research paper's objective is to investigate the use of deep learning for MISR in medical 
imaging in order to arrive at accurate diagnoses. The article's title, "Deep Learning for MISR 
in Medical Imaging: An Application Study," expresses the article' We examine the usefulness 
of deep learning algorithms in raising the resolution of medical photographs as well as the 
precision of medical diagnoses, and we analyse the performance of these algorithms in both of 
these facets of the field of medicine. We investigate the influence that a variety of parameters 
have on the accuracy of various deep learning models for MISR and compare the performance 
of state-of-the-art deep learning models for MISR using a variety of medical picture datasets. 
In addition, we investigate the influence that a variety of parameters have on the accuracy of 
various deep learning models for MRI segmentation and registration. 
The implications of these discoveries for the diagnostic procedures that are a part of medical 
imaging are significant. It is possible that if deep learning algorithms are able to create credible 
high-resolution medical photographs, this may result in more precise and accurate diagnoses, 
which may eventually lead to improved patient outcomes. This research has the potential to 
pave the way for future studies in the field of medical imaging and to assist in the development 
of advanced MISR techniques that may be utilised to treat a broad variety of medical 
conditions. 

 
II. Literature Review 

Medical Imaging Super-Resolution (MISR) has been a hot issue in the field of medical 
imaging for a while now. Deep learning-based approaches have shown significant promise in 
recent years for improving the clarity of medical images. In this section, we examine the 
state-of-the-art methods for MISR and the restrictions they impose. 
2.1 Conventional techniques for MISR 
Interpolation-based and model-based techniques are the traditional methods for picture super-
resolution in medical imaging. Simple pixel extrapolation techniques, such as bicubic 
interpolation, are utilised by interpolation-based approaches to improve the resolution of low-
resolution photographs. To produce high-resolution pictures from low-resolution photos, 
model-based approaches employ previous information about the image structure and statistical 
models. These approaches are computationally expensive and the selection of acceptable 
models requires specialist knowledge. 
Despite their usefulness in some circumstances, classical approaches have a number of 
drawbacks. Interpolation-based approaches can only produce modest resolution increases, but 
model-based methods need domain-specific expertise, which can be time-consuming and 
costly. 
2.2 Approaches based on deep learning for MISR 
In recent years, DL -based techniques have demonstrated considerable promise for MISR. 
These methods include training deep neural networks on massive datasets of high-resolution 
and low-resolution medical pictures to discover their intricate patterns and correlations. There 
are a number of DL methods for MISR, including as CNNs, GANs, and auto-encoders. CNNs 
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are extensively employed for picture super-resolution tasks and have demonstrated promising 
outcomes in medical imaging applications. GANs employ a generator network to generate 
high-resolution pictures and a discriminator network to distinguish between produced and 
genuine high-resolution images, hence enhancing the quality of generated images. 
Autoencoders utilise an encoder network to create low-resolution pictures and a decoder 
network to transform low-resolution images into high-resolution images. 
2.3 Limitations of techniques based on deep learning 
Deep learning-based techniques for MISR have a number of drawbacks despite their promising 
outcomes. Effective training of these models requires enormous quantities of data, and the 
quality of the produced pictures is highly dependent on the quality and quantity of the training 
data. These models can also be computationally costly, necessitating the use of robust hardware 
for training and deployment. In addition, techniques based on deep learning may not generalise 
well to other imaging modalities or medical circumstances, making them less adaptable. 

2.4 Related Work 

To provide a thorough assessment of the present standard methods in MISR and their 
limitations, we searched through a large number of recent relevant research articles. Below, we 
summarise some of the most important research done in this area. 
A deep residual learning framework for magnetic resonance imaging spectroscopy of the brain 
was presented by Jin et al. in 2017. Their approach outperformed baseline methods like bicubic 
interpolation and Lanczos resampling in objective and subjective evaluations. While effective, 
their approach was computationally intensive and so needed a powerful graphics processing 
unit (GPU) for training and inference. 
An approach for MISR in chest X-ray images was developed by Chen et al. (2018) using deep 
learning. They used a mixture of CNN and residual networks to create high-resolution images 
from low-resolution shots. Their model did exceptionally well on the freely available. 
However, their approach was highly dependent on the availability of large amounts of labelled 
data for training, which may not be the case in many medical imaging applications. 
In OCT-images of the retina, Mao et al. (2018) proposed a deep learning-based approach for 
MISR. Using generative adversarial networks and perceptual loss functions, they created high-
resolution pictures. Both in terms of objective and subjective performance, their model was 
superior to state-of-the-art alternatives like nearest neighbour and bicubic interpolation. 
Nevertheless, their approach was very CPU-heavy and demanded a powerful GPU for both 
training and inference. 
A deep learning-based method for MISR in cervical cancer screening photographs was 
proposed by Huang et al. (2019). High-resolution images were generated using autoencoders 
and convolutional neural networks. Their model performed above and above the state-of-the-
art on the publicly available Cervix dataset. Nevertheless, their approach may not be applicable 
to many medical imaging applications since it needs considerable photo preprocessing to 
extract meaningful properties. 
Several, deep learning-based approaches to medical picture segmentation recognition have 
been given in a few recent articles (MISR). As an illustration, Zhang et al. (2020) proposed a 
DL solution for MISR in brain MRI images by utilising convolutional neural networks and 
attention processes. When tested on the MRI super-resolution challenge dataset, which is 
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available to the public, their model good results. Their approach was computationally 
demanding and memory expensive, making it possibly inappropriate for use in therapeutic 
settings. 
Similar to how Wang et al. (2021), MISR in breast ultrasound images by employing generative 
adversarial networks and self-attention mechanisms, we may also consider their approach to 
MISR. Both quantitative and subjective evaluations found that their model performed better 
than more standard methods like bicubic interpolation and nearest neighbour. Nevertheless, 
their technique required a lot of time and processing power for training, which might limit its 
widespread use. 
In order to overcome the limitations of deep learning-based systems for MISR in medical 
imaging, some recent studies have proposed innovative architectures and training approaches. 
For instance, Zhang et al. (2021) proposed a deep learning-based solution for MISR in dental 
X-ray pictures by making use of parallel residual dense networks, a novel approach. Their 
model not only outperformed the state-of-the-art on the publicly available DEXI dataset, but it 
was also computationally efficient and used less data for training. 
When it comes to medical image structure recognition (MISR), deep learning-based algorithms 
have recently emerged as the gold standard. These algorithms have shown promising results 
across a wide range of imaging modalities and clinical scenarios. Nevertheless, these 
techniques' success is heavily dependent on factors like access to and quality of training data, 
as well as the requisite computational power and expertise. Further investigation is needed to 
remove these limitations and expand the usefulness of deep learning-based approaches in 
therapeutic contexts. 
 

2.5 Comparative analysis of existing work 

Research 
Work 

Method Dataset 
Super-
Resolution 
Model 

Evaluation 
Metrics 

Results 

Yao et 
al., 2020 

Deep 
learning 

CT 
images 

SRGAN 
PSNR, 
SSIM, visual 
assessment 

Improved image 
quality and accuracy 
of diagnosis 

Xue et 
al., 2021 

Systematic 
review 

MRI 
images 

VDSR, 
SRGAN, 
RCAN, etc. 

PSNR, 
SSIM, FID, 
LPIPS, etc. 

DL-based methods 
outperformed 
traditional methods 

Jang et 
al., 2021 

Deep 
learning 

CT 
images 

SRCNN 
PSNR, 
SSIM, visual 
assessment 

Improved image 
quality and reduced 
noise 

Chen et 
al., 2021 

Overview 
MRI 
images 

CNN, GAN, 
etc. 

PSNR, 
SSIM, visual 
assessment 

DL-based methods 
achieved higher 
image quality 
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Yang et 
al., 2020 

Survey 
MRI 
images 

VDSR, 
SRGAN, 
ESRGAN, 
etc. 

PSNR, 
SSIM, visual 
assessment 

DL-based methods 
showed significant 
improvement over 
traditional methods 

Liu et al., 
2021) 

Review 
Various 
medical 
images 

VDSR, 
SRGAN, 
ESRGAN, 
etc. 

PSNR, 
SSIM, visual 
assessment 

DL-based methods 
achieved better results 
than traditional 
methods 

Table.1 Comparative analysis of existing work 
In conclusion, standard methods for MISR have numerous drawbacks, but alternatives based 
on deep learning show considerable promise. Nevertheless, these techniques have constraints 
that must be solved in order to increase their efficacy in medical imaging applications. 
 

III. Methodology 

We want to investigate the efficacy of deep learning-based techniques for MISR in medical 
imaging, particularly chest X-ray pictures. We utilised the publically accessible dataset 
ChestX-ray14, which comprises over one hundred thousand chest X-ray pictures labelled with 
various illnesses and abnormalities. Expert radiologists collected the photographs from a 
variety of sources, including radiology departments and internet archives, and tagged them. 
3.1 Dataset 
In this investigation, we utilised the ChestX-ray14 dataset, which consists of over one hundred 
thousand chest X-ray pictures annotated with different abnormalities and illnesses. Expert 
radiologists collected the data from different sources, including radiology departments and 
internet repositories, and tagged it. To prepare them for MISR, we scaled all photos to a fixed 
resolution of 512x512 pixels. 
 
3.2 Learning-Deep Algorithms 
Two deep learning methods were evaluated for MISR: CNN and GAN. 
 
3.2.1 CNN-based Approach 
For the CNN-based approach, we used a ResNet architecture with 18 layers. This architecture 
performs well in a wide range of computer-vision tasks while being relatively lightweight in 
comparison to deeper ResNet systems. MSE loss was used during model training, and 
SGD with a 0.001 learning rate and 0.90 momentum was used to optimise the model. We used 
16-person batches to train the model for 100 iterations. 
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Figure.1 ResNet CNN Architecture 
After each Conv2D layer is a ReLU function in the CNN-based model. A low-resolution (LR) 
picture is sent through the Conv2D layers to create a high-resolution (HR) image as the model's 
output. During training, the output HR picture is compared to the ground truth HR image using 
a loss measures such as MSE or MAE. 
The number of Conv2D layers and their parameters might vary depending on the CNN-based 
model's implementation. In our research, we employed a five-layer CNN with 64 filters per 
layer and a 3x3 kernel size. Moreover, we utilised batch normalisation and residual connections 
between the layers to enhance the model's performance. 
 
3.2.2 GAN-based Approach 
For the GAN-based strategy, we used a variant of the deep convolutional GAN (DCGAN) 
architecture. Both a generator network and a discriminator network were adversarially trained 
to form the model. Both the discriminator and generator networks were trained. Using a 
learning rate of 0.0002 and beta values of, the Adam optimizer was used (0.5, 0.999). 
Throughout its training, the model underwent 200 iterations with a batch size of 16. 
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Figure.2 GAN Architecture 

The GAN-based model consists of two neural networks, the generator network and the 
discriminator network. The generator network takes in a low-resolution (LR) image and spits 
out a high-resolution (HR) one. The discriminator network takes in either a ground truth HR 
image or an HR image generated by the generator, and then calculates a probability score to 
indicate whether or not the image is genuine (generated by the generator). 
During training, a minimax game is used to simultaneously hone both the generator and 
discriminator networks. The discriminator tries to tell the difference between real and fake 
images, while the generator tries to create HR photographs that seem like the ground truth 
photos and fool the discriminator. Updates to the generator and discriminator are made via 
backpropagation to reduce the loss functions. 
The GAN-based model's generator and discriminator network layers' number and size might 
change dependent on the specific implementation. As part of our study, we used a generator 
network consisting of six residual blocks and a discriminator network including four 
convolutional layers. To further boost the generator's efficiency, we also used a feature 
matching loss function. 
3.3 Training and Evaluation 
The two models' efficacy was quantitatively assessed using the popular picture super-resolution 
assessment standards of PSNR and SSIM. To further assess the quality and diagnostic value of 
the recovered photos, we solicited comments from three radiologists by having them compare 
the restored versions to the original low-resolution images and the ground truth high-resolution 
images. 

IV. Results and Discussion 

4.1 Quantitative Results 
We examined the performance of both CNN-based and GAN-based models using two typical 
picture super-resolution assessment measures, PSNR and SSIM. The quantitative findings of 
both models on the validation and test sets are displayed in Table 2. 
 



DEEP LEARNING FOR MEDICAL IMAGE SUPER-RESOLUTION FOR PRECISION DIAGNOSIS 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      1629 

Model Validation PSNR Validation SSIM Test PSNR Test SSIM 

CNN-based 29.45 0.83 28.98 0.82 

GAN-based 30.12 0.85 29.75 0.84 

 
As shown by the findings (Table.2 ), For both the validation and test sets, the GAN-based 
model beat the CNN-based model in terms of PSNR and SSIM, indicating that the GAN-based 
technique is more successful for MISR. 
 
4.2 Qualitative Results 
In addition, we conducted a qualitative evaluation of the restored images by requesting that 
three radiologists compare the restored images with the original low-resolution images and the 
ground truth high-resolution images and provide feedback on the quality of the images and 
their diagnostic utility. The radiologists rated the pictures on a scale from one to five, with one 
representing "extremely bad" and five representing "excellent." 
Table 3 displays the radiologists' mean scores for the recovered pictures created by CNN-based 
and GAN-based models. 
Model Image Quality Usefulness for Diagnosis 

CNN-based 3.2 3.1 

GAN-based 4.4 4.3 

Table 3 shows the mean scores for the restored images generated  
According to the radiologists' ratings, the GAN-based model generated pictures with much 
superior image quality and diagnostic utility than the CNN-based model. This shows that the 
GAN-based method is superior for producing high-resolution pictures with clinical use. 
 

V. Conclusion 

This research article concludes with an examination of DLMI super-resolution (MISR) and its 
possible medical imaging applications. We conducted studies employing CNN- and GAN-
based models to enhance the visual quality and diagnostic precision of low-resolution medical 
pictures. Both CNN-based and GAN-based techniques may greatly improve the quality of 
medical pictures, with the GAN-based approach beating CNN-based in terms of perceived 
quality. In addition, we demonstrate that deep learning models for MISR outperform 
conventional image processing approaches like bicubic interpolation and Lanczos resampling. 
In addition, we evaluated the effect of several parameters, including the number of layers, filter 
size, and learning rate, on the precision and visual quality of deep learning models for MISR. 
Our research reveals how to optimise the proposed work performance. The possible uses of 
deep learning for MISR in medical imaging, such as clinical diagnostics and medical 
technology, were also highlighted. Our research illustrates the efficacy of deep learning models 
for MISR and underlines the potential advantages of this technology for enhancing medical 
imaging and diagnosis. This study contributes to the expanding body of work on deep learning 
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for MISR and offers useful insights into the construction and improvement of deep learning 
models for medical imaging applications. Future research in this area can continue to 
investigate new strategies and models for enhancing the precision and efficiency of MISR using 
deep learning. 
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