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ABSTRACT: 

The online social networking phenomenon has grown tremendously over the last 
twenty years. As social networking platforms have evolved, numerous online activities have 
emerged that have captured the attention of a large number of users.People increasingly rely 
on the credibility of the information presented on Online Social Networks (OSN). 
Conversely, online social networks have experienced a rise in the number of compromised, 
false accounts, scam profiles that do not correspond to real individuals.OSN operators are 
now using a variety of resources to detect such kind of scam profiles and accounts.Scammers 
in OSN are taking advantage of this for performing various OSN frauds. It is difficult to 
detect scammers due to the wide range of OSN platforms and the variety of OSN frauds. In 
this paper, an effort has been made to detect a scammer by designing a scammer detection 
model which will blacklist scammer profiles through user profile-based features. The 
proposed approach also differentiates between the scammer and real profiles. The 
experimental result and analysis show that the proposed model demonstrates better 
performance compared to other competing models, achieving an accuracy and f1 score of 
98.75% and 97.95%, respectively for the dataset created for the study. This work aims to 
increase early-stage detection of scammers in dating frauds, compromised accounts, and fake 
profiles to provide safety to women and society. 
Keywords: Scammer profiles, Online social network,OSN frauds, Scammer detection 
model, social threats, Compromised accounts, Fake profiles, Dating Fraud, Machine 
Learning. 
 

1.INTRODUCTION 

Millions of people use social networking sites around the world. Users’ interactions 
with social media sites like Twitter, Facebook, Instagram, Tinder etc.have a huge impact on 
their everyday lives, with sometimes negative consequences [1-2]. The prevalence of modern 
electronic devices such as smartphones and laptops has led to a significant portion of the 
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global population accessing the OSN, with estimates indicating that more than half of the 
world's population uses it. [3]. Among the 4.66 billion internet users worldwide, more than 
4.14 billion individuals utilize social media apps like Facebook, Twitter, Instagram, and 
others [4]. Millions of people use such social media apps every day [5-6]. Popular social 
networking sites have become a target platform for scammers to disseminate a large volume 
of irrelevant and harmful content. The spread of false information or fake news through 
online social media networks is increasing due to internet fraud (OSN). However, social 
network information and identity theft are the most common types of illegal activities that 
occur on the internet. [7].More particular, fake or cloned accounts, where scammers mimic 
victims through identity theft, are a key source of incorrect information on OSN [8]. Social 
scammers are individuals or groups who use social media platforms to deceive and defraud 
others.OSN frauds also includes human (specifically women) targeted frauds, which refers 
to fraudulent activities that are specifically targeted towards individuals to deceive and 
defrauding them.  The frauds like online dating, compromised accounts, and false 
identityoften create fraudulent accounts to impersonate legitimate usersto gain trust and then 
steal money. Many times, the emotional harm to the users is more than the financial loss in 
such types of fraud.Scammers use a variety of tactics such as phishing, and fake investment 
schemes to trick their victims into providing sensitive information or sending money. Social 
scammers can cause serious harm to their victims and can undermine trust in social media 
platforms.OSNaccount profiles are often cloned and used for deceptive activities such as false 
advertising, blackmailing, money laundering, terrorist propaganda, spamming, scamming, 
and other types of malicious behavior. These activities aim to steal information, tarnish the 
victim's reputation and credibility, or gain the trust of the victim's friends and followers, 
leading to further fraudulent activities. [9]. 

More than 95,000 customers reported losses exceeding 770 million dollars as a result 
of OSN theft in 2021.By 2021, the losses will account for roughly a quarter of all reported 
fraud losses, an increase of eighteenfold from 2017. Those between the ages of 18 and 39 are 
going to be nearly twice as likely as older persons to report losing money to these scams in 
2021 [10]. Scammers use social networking sites to present bogus possibilities to connect 
with them and even establish direct contact with former friends to persuade them to invest 
and utilize their personal information to trap them.  

To prevent online social networking fraud, we proposed a methodology for detecting 
scammers and blacklisting scammer profiles using user profile-based attributes. The study 
has made the following noteworthy contributions: a) Our study employs advanced techniques 
in text classification and image caption analysis to excerpt valuable insights from a large 
collection of user profiles to detect scammer profiles.b) We have used a multi-classifier 
approachthat analyzes separate aspects of public profile characteristics. c)  Wedesign a 
scammer detection model that can effectively identify and blacklist scammer profiles in 
online social networks (OSNs) to help the users before they become victims at early stages. 

The remainingpaper is structured asfollows: Section 2 presents a depth literature survey 
on state of art systems. The proposed methodology is explained in section 3. Results and 
discussion are presented in section 4. Section 5 concludes the paper with future scope. 
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2.RELATED WORK  

In literature, various authors have contributed their work for the detection of scammer 
profiles, compromised accounts, and false and duplicated profiles on social networking 
platforms such as Facebook, Twitter, LinkedIn, Tinder, etc. The author in [11] proposeda 
methodology using simple statistical analysis to discover cloned profiles by comparing the 
similarities of the profiles and validating the behaviors and IP addressesTypically, when 
comparing user profiles on social networks, two main similarity metrics are used: attribute 
similarity and network similarity. Attribute similarity measures the similarity of demographic 
information between profiles, while network similarity measures the similarity of friends' 
lists. [12-13].The author in [15] focused on similarity index parameter computation that uses 
weights for the features based on their usefulness in classifying the profiles.  On LinkedIn, a 
duplicated profile detection algorithm based on profile feature similarities was proposed. For 
determining the similarity value, this technique employs a straightforward string-matching 
strategy. Nevertheless, these models lack accuracy and cannot be utilized alone to detect false 
profiles. 

Authors in [16] proposed a method for detecting scammers on online dating sites using 
a machine learning (ML) classifier. ML-based classifiers such as support vector machines 
(SVM) and decision trees are used for recognizing images used in romance scams. Later on, 
a comparison of the performance of ML-based classifiers is given for the most accurate 
results. Researchers in [17] proposed a method for detecting a scammer from an online dating 
site using image-based detection with profile descriptors.To recognize images, the author 
constructed a generative model using a deep neural network (NN). Based on the SVM 
prediction model feature, the images are captured. Authors in [18] use a method to distinguish 
the profile photos on dating sites between celebrity and non-celerity categories. Many 
scammers use celebratory photos as profile pictures to hide their identity. The focus of this 
study was on scraping data from websites and detecting faces using ML 
technology.Numerous authors offered their detection technique by utilizing various qualities 
and assert that including those attributes significantly increases the performance of 
distinguishing fake profiles from authentic ones. The characteristics of online profiles are 
typically classified into five categories, namely network-based, content-based, temporal-
based, profile-based, and action-based [19].  Author [20] proposed a detection model that 
analyzes multimedia data and found that content-based and profile-based characteristics 
resulted in higher accuracy in identifying scam profiles [20]. Furthermore, in the 
classification of scam profiles, various machine learning classification and clustering 
algorithms are tested [21-22]. 

In [23], a new technique for evaluating trustworthy and distrusted relations in OSNs 
is devised. Several algorithms attempted to overcome this problem by segmenting social 
graphs depending on user identities [24-25]. Another approach is Sybil Infer and Sybil 
Rank, which returns the probability based on ranking each node in the social graph 
according to their estimated odds of being fake nodes [26-27]. The authors of [28] proposed 
a detection strategy for Sybil accounts in Renren-OSN by observing Sybil’sbehavior in the 
wild. Other approaches to detecting fake accounts based on profile features and behaviors 
are introduced. An author in [29] presented an automated Feature-based Fake Profile 
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Detection Algorithm based on Machine Learning Considerations is initiated. Author in 
[30]proposed a new method for identifying profile cloning based on profile attributes 
similarity &Facebook network similarity is presented. The author of the paper [31] 
introduces a five-step automated technique for detecting malicious users & social spam 
campaigns. The authors of [32] described how to apply the Exclusive Shared Knowledge 
technique among friends to identify their close friends in an OSN. In [33], a novel approach 
for Sybil detection is described that is based on the core behavioral patterns of Click-Stream 
models. Crowdsourcing [34] is yet another stand-alone solution that relies on online human 
experts to discover Sybil accounts in OSNs.In astudy by the author [35], a machine-learning 
pipeline and a random forest classifier were used to propose a simple approach for detecting 
fake profiles. A method proposed by the author in [36]usedan agglomerative hierarchical 
clustering methodwith Jaccard similarity metrics and weighted characteristics to identify 
cloned profiles. Despite the authors' claims that the procedures are effective, the paper lacks 
in-depth experimental investigation and comparison. 

For the detection of scammer and false profiles, there is no specific dataset available. 
As there are multiple OSN platforms available, investigating the scammer profile detection 
methods needs extra effort to extract a large number of attributes. Nevertheless, not all of 
these techniques are useful for classification.The associationis the most significant subject 
of study in statistics for assessing dependence between two sets of data that are commonly 
employed in feature selection [37]. Hence, before running the classification method, a few 
feature selection approaches such as correlation and principal component analysis were 
used [38]. To identify important features, the study employed based on metrics-based 
feature weighting and evaluated the effectiveness of this approach using various classifiers 
including Random Forest, Decision tree, Naive Bayes, neural network, and Support vector 
machines.  Only 7 of the 22 gathered attributes were shown to be efficient in detecting 
phony profiles [39]. 

To detect the cloned profile, a method that measures the relationship strength among 
two profiles having active friend lists as well as the number of likes was presented [40]. A 
smart system named FBChecker has been proposed that detects phony Facebook profiles by 
combining behavioral and informational aspects with supervised learning algorithms. The 
procedure was carried out by using the KNN schema to fill in the missing data and filtering 
the records with missing values [41]. The above studies, however, lack rigorous experimental 
investigation to back up the findings. The authors further extended their research with 
unsupervised clustering algorithms, and the findings show that ID3 improves detection 
accuracy [42].  Similarly, with 30 profile attributes, the analysis was performed using 
powerful algorithms for machine learning such as boosting and bagging, with AdaBoost 
demonstrating enhanced detection accuracy of false detection [43]. 

To detect false identities, scam profiles artificial intelligence and natural language 
processing (NLP) was recommended. The model was proposed to use principal component 
analysis for feature selection. The machine learning model was tested using classifiers such 
as “Random Forest”, (RF), “Support vector machines” (SVM), and the optimized Nave Bayes 
algorithm. The author concludes that the SVM algorithm provides betteraccuracy than others 
[44]. Instead of classifiers, a novel notion of employing the PageRank method was developed, 
in which the model gathered features and used a clustering procedure to group comparable 
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qualities [45]. Finally, the PageRank method was utilized to detect copied profiles. Even 
though the model was built with the MapReduce framework, the evaluation was done using 
the celebrity's profile. With the data mining algorithm, a privacy-protected system for 
detecting susceptible and false users and cloned profiles were presented by the author [46]. 
According to the author, the model reduces the erroneous rate to 1%. Only a handful of works 
support large data among all of these strategies. Many of these methods demand more time 
to categorize data by employing algorithms of machine learning to compare profiles using 
similarity metrics. 

Afterstudying the existing work from the literature review, it is analyzed that each 
method has certain limitations based on the paraments used for the study like less accuracy 
or high computational intricacy.  This research is motivated to propose a scammer detection 
model that detects scammers to simplify computation. 

 

Figure 1 depicts the generalized workflow of the proposed machine learning-based 
scammer detection model. The scammer creates a phony identity and personally 
communicates with the victim in human-targeted frauds like online dating fraud, false 
equivalence, and compromised accounts. Due to the nature of human-targeted fraud and the 
way scammers exploit the trust of their victims, traditional detection methods are often 
ineffective.Users on OSN sites and dating sites offer as much information as possible to 
find their ideal match. Scammer detection performance can be increased by employing 
modern machine learning algorithms. The following steps are included in the machine 
learning-based scammer identification.  

The dataset is constructed based on user profile attributes for the real and scammer user 
profile categories.  After data collection, data must be pre-processed. Before transmitting the 
acquired raw data to an ML model, the data must be cleaned and organized using pre-
processing procedures. Data normalization, data cleaning, noise removal, and other processes 
are some of the stages involved in the pre-processing of text data. After data preprocessing, 
the next step is feature extraction, which is used to form a matrix from the best set of features 
extracted and selected using feature extraction and feature selection. Our proposed model 
selects a subset of features from entire features. The machine learning models are trained on 
a constructed dataset of the user profile attribute’s extracted features and tested on a test data 
set. It has performance evaluations parameters like accuracy (A), precision (P), recall (R), 
and F1-measure/score (F) based on the confusion matrix 

3. PROPOSED METHODOLOGY  

A SUPERVISED APPROACH FOR SCAMMER DETECTION FOR ONLINE SOCIAL NETWORKS FRAUD BASED ON USER INFORMATION INTERESTS 



Journal of Data Acquisition and Processing Vol. 38 (1) 2023      1748 

 

Figure 1. Workflow of the scammer detection model of the proposed system 

 
3.1 Construction of the Dataset 

Detection of scammers using machine learning algorithms requires a high volume of 
datasets. Researchers are in search of a good dataset for research purposes.  But due to data 
privacy, legal and ethical issues, scammer evasion tacticsandlimited publicly available 
dataset, it is difficult to find the finding scammer’s profiles dataset for online social network 
platforms. Since there is no standard dataset available for scammers in 
OSNfraudster’sprofiles, we construct the dataset from the websites scamdigger.com [47] 
forthe creation of scammers profiles and datingnmore.com [48] for construction of the real 
user profiles attributes. The real user profiles taken from websites are able to differentiate 
themselves that only authentic profiles are registered with themselves. Online social 
networks typically use the range of user profile features that allow users to share 
information about themselves and connect with others. The user profile attributes are 
profile image, short descriptions, interests, occupation, locations etc. We have collected the 
dataset of the scammers and real user profiles till march 2022. The dataset consists of 
fraudster profiles as well as a big sample of authentic profiles.For ethical reasons, only the 
URLs that link to the images were retained for both datasets. The URLs of the images were 
extracted in anautomated way using python library.  We also preserved the user’s data 
privacy; no personal identification information is revealed including those reported in the 
category of scammers profiles.  

 
3.2User Profile Characteristics  

Although different types of OSN are available in the market the typical form of user 
profile consist of the user profile image, some basic demographic information along 
userself-description.  The major difference observed between the probable scammer profile 
and real user is the “showcase of information” in the short-description attribute is more 
compared to the real user.  Our approach for scammer detection is by evaluating these 
common profile attributes present on the OSN user profiles. Besides that, we are comparing 
the characteristics of the real profiles with the scammer’s profiles in detail with profile 
demographics, profile image recognition, and profile descriptions. The attributes of 
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scammer profiles are usually different than real userprofiles, as most of the information like 
email id, multiple phone no, and locations are provided additively. These attributes are 
typically publicly not seen on real user profiles. Focusing on the features that are available 
for both types of profiles, we categorize profile attributes into three classes and apply the 
three different classifiers with the information it need.Figure 2 shows the in-detail 
architecture of the proposed scammer detection model.  The detailing of all the steps is 
described in the below sections.  

 

Figure 2. Detailed architecture 
 
3.2.1 Describing profile attribute features  
 

We have divided the user profile attributes into three different setsof attributes i.e. 
demographics, profile image and short profile description.  

1. Demographic attributes:includes name, age, gender, ethnicity, location, occupation, 
country, status etc.The profile image is one of the important attributes, scammers use 
profile image to gain attention towards them. From the dataset, it is observed that there are 
multiple profile images per user in the constructed dataset. 

2. Profiles images:are illustrating their hobbies, interest,and workplaces to make their profile 
more attractive compared to the real user profile. In both types of profiles, a prevalent trend 
is the inclusion of photos that not only showcase the user's physical features but also express 
their hobbies or interests. 

3. A short textual self-description:  from the user that highlights their most salient 
characteristics and interests. 

In both genuine and fraudulent profiles, there was an equal distribution of genders, with 
approximately 65% of profiles belonging to males. This finding emphasizes that OSN frauds 
are not restricted to a particular gender, which aligns with the conclusions drawn by previous 
research[49]. In terms of average age, both genuine and fraudulent profiles had a similar
 average age of approximately 40 to 44 years. Nevertheless, the distribution of ages varied
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notably between the two groups. While the average age of male and female genuine profiles 
was identical, the average age of female scammers was around 30 to 35, and male scammers 
averaged around 50 to 55 years old. Although both genuine and fraudulent users were 
predominantly single, scammers tended to portray themselves as widowed, rather than any 
other marital status. This outcome is unsurprising, given that female victims of OSN frauds 
like dating fraud or fake profiles frequently report that scammers leverage this attribute to 
garner their sympathy and trust. 

Distinct approaches are necessary to derive significant insights from the attributes present 
in these profiles. In the following sections, we discuss the pre-processing steps for each 
category and the significant characteristics that distinguish scammer profiles from genuine user 
profiles. 
 
3.3 Data Preprocessing  
 

The primary objective of this model is to deliver precise and reliable predictions, and its 
algorithms should possess the ability to swiftly comprehend the features of the data.  Most 
datasets obtained from the real world contain missing, inconsistent, or noisy data due to their 
diverse sources. Our dataset for the scammer and real user categories is somewhat different as 
some of the scammer data profile images havemultiple profile pictures and some of the real 
and scammer users are not using any profile images.Such kinds of profiles are discarded. Hence 
after preprocessing the no. of scammer and real user profiles is reduced.The data preprocessing 
consists of several stages, which include the following steps: 

1. Data cleaning: after downloading the real and scammer user profiles, separation of the 
datawith scam and real profiles in JSON (JavaScript Object Notation) files with all attribute 
data. JSON file data is represented using key-value pairs, where the key is a string and the 
valueincludes name, age, email, address, location, etc.all the demographic details are stored 
in this file. 

2. Encoding categorical variables: Some attributes, such as gender, ethnicity, and status, are 
categorical variables. They need to be encoded numerically for machine learning 
algorithms to work properly.  

3. Data transformation:refers to the process of converting data from one form to another. 
Data normalization is done to fill in the missing values in the user profile attributes.  

4. Data reduction: a process of reducing the size of the dataset byeliminating the irrelevant 
scam and real user profiles with respect to the profile images. Finally, the profile.csv dataset 
consisting of the scam and user profiles is ready for the machine learning model.  

3.3.1 Image Caption Generation  
Image captions have been generated from the user profile images to understand the 
semantics.Both types of profiles, real and fake, tend to use images that not only showcase the 
user's physical appearance but also provide a glimpse into their interests and hobbies. The 
pictures are carefully selected to convey a certain message about the user's personality and 
lifestyle.Many times, the scammers are using public figures’images, in the other context.  
Hence image caption generation from the profile’s dataset is help to understand the choices of 
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the users while selecting the profile image. The model generates a description that captures the 
underlying meaning of each image in a profile, based on its analysis of the image content.Once 
we have obtained the most appropriate caption for each image, we eliminate the least 
informative components, keeping only the entitiesthatcarry the most significant meaning. For 
a generation of image captions, we have used the Blip-Image-captioning model [50].  It is a 
deep learning model that generates captions for images. The model uses a convolutional neural 
network (CNN) to extract visual features from images and a recurrent neural network (RNN) 
to generate captions based on those features. In the context of scammer detection, the Blip-
Image-captioning model is used to analyze profile pictures and generate captions that describe 
the content of the images. These captions are the additional features for scammer detection, 
along with demographic information, text descriptions, and other relevant data. 
 
3.3.2 Text preprocessing  

To gain attraction onsocial networking platforms, many userseasily share intimate details about 
themselves, such as their life experiences, interests, and preferences, with complete strangers. 
The personal description section of a user's profile is strongly encouraged by these websites 
because it helps attract the attention of potential matches and increases the likelihood of finding 
a compatible partner or friends. We obtained description features from the text content of the 
descriptions that were tokenized. Our feature extraction process included techniquessuchas 
character n-grams, and word n-grams.  The frequency of occurrence of each n-gram in the text 
is used as a feature for the machine learning model. 

3.4 Feature Extraction  

We extracted three sets of features based on the three profile attributes categories which will 
the input to the classification system. Table 1 shows the different classes of attributes from the 
profile.csv dataset.  
1. Demographic attributes (Xde)-refer to the numerical and categorical features. A numerical 
attribute refers to a type of attribute or feature in a dataset that contains numerical values.  
2. Categorical attribute (Xca)-is a type of attribute or feature in a dataset that takes on values 
from a limited set of categories or classes that are extracted.  

Table 1: Different classes of attributes with a feature set 
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Algorithm:  

Step 1. Dataset loading  

Step 2. preprocess the dataset profile.csv 

Step 3: 𝑿i (Xde, Xca, Xds) is a set of user profiles and 𝑌௜is corresponding set of labels 
indicating the profile is scammer or real profile. 

Step 4: for each profile X as a feature vector calculate the probabilities {P} of scam using 
classifier  

𝑃(𝑋௜) = (𝑃{𝑋𝑑𝑒, 𝑋𝑐𝑎, 𝑋𝑑𝑠}) 

Step 5. for each  P(X୧)    in  Pୢ ୣ, Pୡୟ, Pୢ ୱ{X = 0|1 }     indicate corresponding classifier 
probabilities  

of demographics, caption and description classifiers.  

Step 6: The dataset was divided into three separate subsets for training, testing, and validation 
purposes. 

Step 7.  A voting model 𝑓𝑃(𝑋) = {  0|1  } used to combine the individual classifier 
probabilities such that 𝑓(𝑊௜) =  𝑤ௗ௘ , 𝑤௖௔,𝑤ௗ௦  be the weights assigned to demographics, 

caption and description classifiers respectively.  

𝑓 {𝑃(𝑋)  =  ෍ 𝑤௜ ∗  𝑃௜(𝑃𝑑𝑒, 𝑃𝑐𝑎, 𝑃𝑑𝑠 )   {𝑋 =   0 | 1  } 

where 𝑃௜  is the prediction of the classifiers i and  

𝑤௜  its corresponding vote based on the accuracy of validation set.   The summation runs over 
all classifiers in the set 𝑃(𝑋௜) for all individual ensemble classifier’s probabilities  Pୢ ୣ, Pୡୟ, Pୢ ୱ. 

3.5 Machine Learning Model Prediction 

3.  Description-basedfeatures  (Xds)-refer  to  the  features  that  are  extracted  from  the  
textual descriptions or captions associated with an image or profile. From descriptions, word 
features are extracted based on the textual contents. The purpose of extracting these features is
 to gain insight  into  the  context  and  meaning  of  the  textual  content,  with  the  goal  of  
enhancing  the performance of machine learning models. 

To identify fraudsters, the system undergoes initial training using a dataset consisting of both 
real and fraudulent profiles. The primary objective of this phase is to extract crucial 
components that will be utilized in the subsequent stages for scammer detection.  Following 
steps of the proposed algorithm are used for the identifying of scammer profile.  
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Step 8: A function f: X → {0, 1} that maps each feature vector 𝑋௜ to a binary label 𝑌௜ indicating 
whether the profile is scam (1) or not (0), where f is a performance metric that measures the 
accuracy of the ensemble model. 

3.5.1 Multi-classifiers used:  
 
OSN user profiles typically have incomplete information as many users choose not to disclose 
personal details or prioritize contacting others over sharing information about themselves. 
Therefore, an effective detection system for fraudulent profiles should be able to handle 
incomplete profiles with flexibility.This section describes three separate classifiers that are 
used to determine the likelihood of fraudulent profiles.The design of each classifier is focused 
on effectively modeling a specific section of the profile attributes describe in section 3. 4. We 
combine the probability of the outputs from each classifier to provide a stable decision. By 
designing multiple classifiersmodels on distinct sections of the profiles, we can provide a more 
reliable and accurate solution to classification problems compared to a single 
classifier.Ensemble classifiers are generally preferred over single classifiers due to their ability 
to combine the outputs of multiple models and achieve better overall performance. 
 
1. Demographic classifier: In this study, we employed three popular machine learning 
algorithms Random Forest, Naive Bayes, and XGBoost (Extreme Gradient Boosting) along 
with ensemble classificationto develop a demographic classifier.In the Random Forest 
classifier, we can build multiple decision trees, each using a random subset of the demographic 
attributes. Each decision tree makes a prediction, and the final prediction is based on the 
majority vote of all decision trees. In XGBoost, we can build an ensemble of weak learners, 
each focusing on a different subset of the demographic attributes.It constructs an ensemble of 
weak decision trees, where each new tree is trained to correct the errors made by the previous 
trees. The weak learners are combined to form a strong learner that makes the final prediction. 
The demographic classifier utilizes a diverse range of original profile attributes, including 
location, ethnicity, age, and gender. It is unique in its ability to handle non-binary missing data 
situations where some information may be missing for a profile, while other information is still 
available. In most scenarios, more information is available within the demographics data, 
which the classifier uses to make informed decisions.However, the results given by the Naive 
Bayes classifier is not the most effective for profiles with complete data. In this study, we found 
a Random Forests model was found to be more effective. To provide the final prediction with 
function f: X → {0, 1), a joint model using both Random Forests, Naive Bayes, and Random 
Forest, XGBoost was trained. The Random Forests model was used to make predictions when 
all demographic data was available. The final approach is to provide the probability using a 
joint model that combines the output probabilities of both the Random Forests, Naive Bayes 
models, and Random Forest, XGBoost model. In our approach the ensemble of   Random 
Forest, XGBoost is outperform well compared to other models.  
 
2. Caption classifier:This model is used to predict the likelihood of a profile being a scam 
based on the features extracted from the image captions. To build the caption classifier module 
we employed the SVM (support vector machine), Random Forest, linear SVM, andXTree 
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(Extra randomized trees).  Previous studies show that the [51]SVMis an effective method for 
fraud detection. SVM can be used to build a model that predicts whether a generated image 
caption is associated with a real or fraudulent profile. The SVM algorithm works by finding a 
hyperplane that separates the training data into different classes. The hyperplane is chosen such 
that it maximizes the margin between the two classes, meaning it tries to find the largest 
possible distance between the closest data points of each class.SVM has been shown to be 
effective for a variety of classification tasks, including image caption classification.Extra 
randomized trees (XTree) is an ensemble learning algorithm based on decision trees. It is an 
extension of the Random Forest algorithm, where each tree is built on a random subset of 
features and a random subset of the training data, but with an additional step of randomly 
selecting the split points for each node [52]. Compared to other classifiers, linear SVM [53] 
has the advantage of being computationally efficient and easy to implement. It can also handle 
high-dimensional data well, which is important when dealing with large text datasets. The final 
approachto providing the probability using a joint model which combines the output 
probabilities of the SVM, Random Forest, linear SVM, and XTree (Extra randomized trees).  
 
3. Description classifier  
 
Description features are extracted as short text in the user profiles in the form of short textual 
content. The description classifier is built using Lib Short Text [54] which is a text 
classification library that is specifically designed for short and sparse text. It uses a bag-of-
words approach and a linear SVM model to classify the text into scam or real profiles. The 
textual descriptions from the user profiles are preprocessed by tokenization and stop-word 
removal and then transformed into numerical features using the bag-of-words model. The 
trained linear SVM model is then used to classify the transformed text features into scams or 
real profiles. 
 
4. Ensemble voting classifier  
 
Ensemble learning is a method in which multiple models are combined to produce a more 
accurate and robust prediction. In the context of scammer detection in OSN frauds like online 
dating fraud, fake profiles, and compromised accountsan ensemble of classifiers can be used 
to combine the predictions from multiple classifiers to achieve a better overall prediction.In 
this case, the ensemble approach can be applied by combining the predictions of the 
demographic classifier, the caption classifier, and the description classifier. Each of these 
classifiers can independently predict the probability of a profile being fraudulent, based on the 
features that it considers. 
The outputs of these classifiers can be combined using a weighted average or a voting scheme, 
where the prediction with the highest confidence is selected as the final prediction. By 
combining the strengths of multiple classifiers, the ensemble approach can lead to a more 
accurate and reliable prediction of fraudulent profiles.  
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3.6 Evaluation methodology  
The evaluation methodology forthe scammer detection system involved the following steps:  

1. Data splitting: The dataset was split into three parts: training set (60% of the data), 
validation set (20% of the data), and testing set (20% of the data). 

2. Individual classifier training: Each component classifier (i.e., demographic classifier, 
caption classifier, and description classifier) was trained within the 60% training set. The 
individual performance levels were established through k-fold cross-validation within this 
set. 

3. Ensemble classifier training: The probability outputs from each classifier were combined 
to provide one balanced judgment using the training set. The ensemble classifier was 
trained using these probability outputs. 

4. Validation: The validation set was used to tune the hyperparameters of the ensemble 
classifier to improve its performance. 

5. Testing: The testing set was used to evaluate the performance of the ensemble classifier. 
The following evaluation metrics were used: precision, recall, F1-score, and ROC. 

 
6. Cross-validation: The entire process was repeated several times using different random 

seeds to perform cross-validation and obtain the average performance metrics. 

Overall, this evaluation methodology ensured that the ensemble classifier was robust and 
generalizable, and could accurately detect fraudulent profiles even in incomplete profile data. 
 
4. RESULTS AND DISCUSSION  
Our findings are evaluated along with performance parameters addressing four classification 
performance parameters (i) accurately classified scammer profiles (TP), (ii) accurately 
classified real profiles (TN), (iii) misclassified real profiles (FP), and (iv) misclassified 
scammer profiles (FN).  
 
4.1 Performance Parameters  
The performance metrics used to evaluate the scammer profile classification system include 
precision, recall, accuracy, F1 score, and ROC (Receiver Operating Characteristic) curve. 

1. Precision is the fraction of true scam profiles among the total number of profiles 
classified as scams. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =   𝑇𝑃 / (𝐹𝑃 +  𝑇𝑃)                                         (1) 

2. Recall is the fraction of true scam profiles classified as scams among the total number 
of actual scam profiles.  

𝑅𝑒𝑐𝑎𝑙𝑙 𝑆𝑐𝑜𝑟𝑒 =  𝑇𝑃 / (𝐹𝑁 +  𝑇𝑃)                                       (2) 

3. Accuracy is the fraction of correctly classified profiles among the total number of 
profiles.  
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝑆𝑐𝑜𝑟𝑒 =  (𝑇𝑃 +  𝑇𝑁)/ (𝑇𝑃 +  𝐹𝑁 +  𝑇𝑁 +  𝐹𝑃)                                (3) 
 

4. F1 score is a harmonic mean of precision and recall. 
 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  2 ∗  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑆𝑐𝑜𝑟𝑒 ∗  𝑅𝑒𝑐𝑎𝑙𝑙 𝑆𝑐𝑜𝑟𝑒/ (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑆𝑐𝑜𝑟𝑒 +  𝑅𝑒𝑐𝑎𝑙𝑙 𝑆𝑐𝑜𝑟𝑒)       
(4) 

The ROC curve depicts the relationship between the true positive rate (TPR) and false positive 
rate (FPR) across various classification thresholds.The TPR is the proportion of real profiles 
that are correctly classified as real and the FPR is the proportion of scammer profiles that are 
incorrectly classified as real. A common metric used to assess the overall performance of a 
classifier is the area under the ROC curve (AUC). A higher AUC value indicates better 
performance in distinguishing between scammer and real profiles.By analyzing these 
performance metrics, the effectiveness of the scammer profile classification system can be 
evaluated and improved. 
 
4.2 Classifiers Results and analysis 
 
We have calculated the results for classifier (demographics, caption, description and ensemble 
voting classifier) as shown in figure 3. Figure 3 shows the all the three classifier results with 
overall ensemble voting for individual classifiers.  The results achieved after overall ensemble 
voting with f1 score is 97.95% with accuracy 98.75%.   
 

 
 

Figure 3. Final results for each component classifier with Ensemble classifier 
 
We have implemented the state of art algorithm to find out their performance in caption 
classifiers.  The accuracy achieved with caption classifier by SVM is 83.25%, RF is 83.73%, 
Linear SVM is 82.94% and XTREE is 83.41%  with ensemble voting.  Analysis of this is 
depicted in the figure 4. 
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Figure 4.Comparative Analysis of SVM, RF Linear SVM and XTREE 
 

 
Figure 5. Demographic classifier with Random Forest with XGBoost 
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Figure 6.Demographic classifier with Random Forest with Naive Bayes 

 
The accuracy achieved with the demographics classifier by RF is 80.57% and is compared with 
NaïveBayes and XGBoost which has achieved the accuracy of 76.39% and 81.47 respectively. 
Analysis of this is depicted in the below figure 5 and figure 6. The ROC curve demonstrates 
the balance between the true positive rate (sensitivity) and the false positive rate (1 – 
specificity) in a classification model. ROC curve of the Random Forest and Naive bias is shown 
in Figure 7(a) and for Random Forest and XGBoost is shown in figure 7(b).  From both the 
figure it is clearly differentiated the curves of XGBoost algorithm is closer to top left corner 
which depicts high performance that the performance of XGBoost is good as compare to 
another algorithm. 

 
 

Figure 7(a). ROC curve with Random Forest and Naive Bayes 
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Figure 7(b). ROC curve with Random Forest and XGBoost 

 

Table 2.Performance analysis of the proposed system   
Classifier Proposed System Existing System [17] 

 Precision  Recall  F1-
score  

Accuracy  Precision  Recall  F1-
score  

Accuracy  

Demographic 
classifier 0.7905 0.9928 0.8802 0.8895 0.858 0.822 0.848 0.913 
Caption classifier 0.8453 0.7262 0.8872 0.8393 0.997 0.546 0.705 0.874 
Description 
classifier 0.7625 1.000 0.8653 0.8653 0.884 0.804 0.842 0.917 
EnsembleVoting 
classifier 0.9751 0.9833 0.9795 0.9875 0.962 0.929 0.945 0.971 

 
Table 2 shows the performance analysis of the proposed system with existing system [17].  
Proposedsystem shows the better results in ensemble voting classifier. Although the accuracy 
of the individual classifiers is less but the f1 score is high in proposed system as compared with 
the existing system.F1 score can be a better metric than accuracy because it takes into account 
both precision and recall, which are equally important in evaluating the performance of a 
classifier.  
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Figure 8. Evaluation of the classifier with existing system  
 
We have compared the results with existing system [17] forall classifiers demographic, 
captions and description classifiers as shown in figure 8.  The existing system achieved the 
overall accuracy of 97% and f1 score is 94.50%, with the dataset used as up to March, 2017. 
The proposed system uses the large dataset of user profiles up to the Feb 2022 consisting of 
themore no. of user profiles. The overall accuracy of the proposed system is 98.75% and f1 
score is 97.95% with the more no. of samples in dataset. 
 
5. CONCLUSION AND FUTURE SCOPE  
In this paper, we present a scammer detection model for online social networks that utilize a 
demographic classifier, caption classifier, description classifier, and ensemble classifierhas 
shown promising results. The output of our proposed approach is tested and evaluated on the 
dataset which is created by us using the evaluation parameters like precision, recall,  f1 score, 
and accuracy.  This multi-classifier approach allows for a more comprehensive assessment of 
potential scammer accounts, utilizing various classifiers to analyze different aspects of a user's 
profile and content.We showed that our proposed method has achieved 98.67% accuracy in 
detecting thescammer’s profile in OSN frauds like online dating, compromised accounts,and 
fake profiles at early stages. We investigated other methods also and compared their results 
with our proposed model. The experimental analysis and results indicate that the proposed 
model outperforms as compared to state of art systems.  
However, it's important to note that no model is infallible, and there may still be instances 
where scammers can evade detection. Therefore, continuous evaluation and improvement of 
the model is necessary to stay ahead of evolving scamming tactics.Overall, the use of a multi-
classifier approach for scammer detection in online social networks is a step towards creating 
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a safer online environment for users, and future research and development in this area may 
further improve the effectiveness of such models.  
Further research and development in this area to enhance the effectiveness of the model, such 
as incorporating more advanced machine learning techniques, social network graph analysis, 
real-time monitoring, natural language generation techniques, and user feedback. 
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