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Abstract: Background: The increasing demand for digital media influenced many fields. Most 
of the content is now available digitally for easy access to every user. India is a multilingual 
country and rich in culture. Most of the historical Vedas, Granths, literature books, poetries, 
etc., are in the local languages, so now there is a need to develop the systems that help to secure 
this history or culture in a digital form so people from other cultures can also understand or 
read it by translating it in their language. Many researchers have worked on different languages, 
but recognition systems still need improvement. The Gurmukhi language is one of them. 
Though systems were developed for the Gurmukhi language, the samples were either 
handwritten or printed. Much of the literary data is present in the typewritten form, as 
typewriters were very popular earlier, so there is a need to develop a system that automatically 
deals with this data.  
Objective: In this work, an automated segmentation approach (AutoSeg) is proposed that takes 
an input of typewritten Gurmukhi text in an image form and segments it.  
Methods: The proposed approach (AutoSeg) is divided into two phases: pre-processing to 
enhance the quality of the sample image and then the segmentation phase to segment all the 
characters from the sample image. This automated system will help derive a system that can 
recognize the character accurately to use in the future. The proposed AutoSeg uses different 
image processing methods to segment the lines, words, and characters from the given image 
samples. The proposed approach also deals with the issue of broken and touching characters.  
Results: The proposed approach is tested using our collected database of books, thesis, poetry 
documents, etc., and segmentation accuracy is measured at each level. It has been found that 
the proposed approach achieved an accuracy of more than 90% for each line, word, and 
character segmentation, proving the approach's effectiveness. 
Conclusion: The novel automated segmentation approach is proposed that effectively 
segments the Gurmukhi typewritten characters and deals with the problems like broken or 
touching characters. The results also show the effectiveness of this segmentation approach. 
Hence, it can be utilized soon for Gurmukhi typewritten character recognition systems.  
Keywords: Automatic Segmentation, Line, Word, Character, Gurmukhi Text, Typewritten. 
  
1. INTRODUCTION 
 Digitalization is becoming increasingly prevalent in people's lives and has a variety of 
implications as technology advances. One aspect of digitization that has a big impact is text 
recognition systems [1]. The effectiveness of various text extraction techniques developed by 
researchers was tested across a range of languages [2]. Even in remote places in India, a 
multilingual country, languages are changing [3]. The researchers' study was less extensive in 
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many languages than it was in many others. Additionally, some researchers provided 
recognition algorithms for Indian languages [4]. One of these is the Gurmukhi language, and 
this research's focus was on the Gurmukhi text recognition system [5].  
The typewritten text recognition system examines samples that have been taken using 
photographs or scanned with scanners [6]. A typeface that is significantly similar in size and 
shape is used in examples of typewritten texts [7]. Even still, assessing the quality of outdated 
typewritten documents is more difficult than it is for printed or other types of documents [8]. 
The typewritten text's quality is also subpar and inconsistent [9].  Many documents have also 
deteriorated because of the utilized ink and paper. Additionally, the typewritten text frequently 
contains irregular letters, some of which are either darker or fainter than others depending on 
how firmly the typewriter key was pressed [10]. Working with typewritten publications is 
challenging compared to other machine-produced publications [11]. Typewritten document 
recognition systems also use the standard recognition system processes of (a) pre-processing, 
(b) segmentation, (c) feature extraction, (d) classification, and (e) post-processing (if 
necessary) [12]. 
Documents are divided into lines, characters, or words in order to boost recognition rates [13]. 
It frequently applies to texts and distinguishes between text and visuals, illustrations, or figures. 
It works with two categories: segmentation on the outside and inside [14]. Using 
external/holistic segmentation, it is often possible to separate any complicated text image or 
language form into text and non-text components[15]. For instance, external segmentation is a 
key component of page layout analysis, also known as document analysis, which is further 
divided into the structural and functional analysis. Internal segmentation, on the other hand, 
divides the words in the image into distinct characters or symbols as a set of pixels with some 
linked features that are more crucial [16]. 
2. RELATED WORK 
The segmentation procedure is crucial for improving the precision of the recognition systems. 
The researchers must therefore pay special attention to this important step in order to offer a 
successful strategy. Different segmentation strategies for text recognition systems for 
languages other than English were presented by various scholars. This section talks about the 
techniques that are currently in use. In-text recognition systems collect samples from a variety 
of papers, books, documents, newspapers, and other media. When samples contain more than 
just text data, object removal becomes the researchers' primary priority. A hybrid solution that 
divides the picture region using run-length smoothing techniques and projection profile 
approaches has been proposed by Kaur et al. [17]. Goyal et al. [18] proposed a novel 
segmentation technique to separate lines, words, and characters while keeping this in mind. 
Pre-processing, Line Segmentation, Word Segmentation, and Character Segmentation are a 
few examples of data segmentation techniques that they used over their four main stages of 
work. They also thought about the problem of the damaged and touching characters of the 
typewritten Gurmukhi text recognition system. Ayesh et al. [8] recommended segmenting the 
lines using a projection-based approach. Another text line recognition method for line 
segmentation in historical materials was put out by Slimane et al. [19]. They used the Fisher 
method to binarize, and after that, they carried out morphological operations. Binarization, 
according to some academics, can be used to separate data and is thought to play a significant 
role in segmentation. For instance, Paulus et al's[20] line segmentation procedure used the best 
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of four alternative binarization algorithms after initially employing them all. A further method 
for identifying and segmenting lines that are projection-based was suggested by Narang et al. 
[21]. The piecewise projection profile method was used to project the document images after 
dividing them into stripes of a set size. The same strategy, which uses unsupervised learning, 
was put forth by Barakat et al. [22] and other machine learning-based approaches, which are 
also well-liked. 
Few academics think that word segmentation can greatly enhance the recognition system, 
especially for Gurmukhi text. Dahake et al.[23] proposed a bounding box and threshold-based 
technique that leverages the boxes' min and max position values to accomplish word 
segmentation. A new approach for segmenting words based on projection properties was 
proposed by Mahto et al. [24]. Text recognition systems have a difficult time segmenting 
characters, especially for Indian languages. Sahare and Dhok [25] assessed a character 
segmentation technique using Hindi and English. Tamhankara et al. [26] proposed the alternate 
character segmentation approach using handwritten Marathi language texts. The proposed 
approach was built on the projection profile approach, which successfully distinguished the 
characters using the VPP approach. Another approach for character segmentation based on 
black pixel values was proposed by Thakral and Manoj [27]. For the Devnagri language 
characters, this approach was made available. Li et al's [28]  unique text segmentation approach 
is recommended for separating text from images with a complicated background or low 
resolution. Elharrouss et al.'s[29] approach for text segmentation as well as line and word 
analysis was recommended for historical Arabic manuscripts. 
These systems' accuracy as they stand now is quite astounding. However, as most methods 
only utilize small datasets to generate highly accurate results, the performance of the presented 
methods must be assessed using a big dataset. 
 
PROPOSED AUTOSEG APPROACH 
The input image is divided into words, lines, and characters using the recommended AutoSeg 
approach. For line segmentation, a technique based on the horizontal projection profile (HPP) 
is employed [31]. Utilizing the average peak value from the HPP findings, the peak's position 
will first be established. Additionally, these locations split the areas based on their average 
values. The height of the separated portions is next measured, and if it is higher than the average 
height, additional peaks are created. The average value of each zone is then measured. The 
words for each line are then extracted using the connected component technique [15]. For each 
Segmented Line, dilation [32] is first performed. In this case, dilatation fills the space between 
the characters as a result of the broken characters, ensuring proper segmentation. The area of 
the words is then divided in accordance with their associated components [33]. The thinning 
and connected component approach is then used to separate the characters for each word. This 
method first performs morphological thinning [34] for each segmented word. In this instance, 
the characters are touching, hence thinning is done to separate the characters for accurate 
segmentation. Characters are split using related components after the upper region linking the 
word depending on the maximum number of white pixels is removed. The proposed AutoSeg 
approach's pseudo-code is provided below: 

Algorithm 1: AutoSeg approach 
Input: Typewritten text image 
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Output: Segmented Character 
(1) Start 
(2) input_image [ ]  read(typewritten_text_image) 
(3) input_image(input_image==0) = 1 
(4) input_image(input_image==255) = 0 
(5) HPP[ ]  sum(input_image,1) 
(6) Avg_HPP  average(HPP[ ]) 
(7) for each val in HPP 
(8)             if val < Avg_HPP 
(9)                     region_1region 

separation(input_image[val]) 
(10)             else 
(11)                     go to step (5) 
(12)              end of if 
(13) end of for 
(14) h average_height(region_1) 
(15) for each val in h 
(16)            if val <h 
(17)                    line_region  region 

separation(input_image[val]) 
(18)           else  
(19)                   go to step (7) 
(20)          end of if 
(21) end of for 
(22) for each region in line_region 
(23)          se  strel(‘disk’,3) 
(24)         dilate_out  imdilate(region, se) 
(25)         cc  connected_components(dilate_out) 
(26)        n  size(cc) 
(27)       for each obj in n 
(28)               start_pt  min(obj) 
(29)               end_pt  max(obj) 
(30)               word_region  obj(start_pt:end_pt) 
(31)      end of for 
(32)      for each region in word_region 
(33)              thin_out  bwmorph(region, ‘thin’) 
(34)             out  find a row with maximum white pixels 

and remove it (thin_out) 
(35)            cc1  connected_components(out) 
(36)            n  size(cc1) 
(37)           for each obj in n 
(38)               start_pt  min(obj) 
(39)               end_pt  max(obj) 
(40)               char_region  obj(start_pt:end_pt) 
(41)          end of for 
(42)     end of for 
(43) end of for 
(44) End 

Each axis' projection profile is calculated separately. The horizontal projection profile is the 
projection profile of an image along the horizontal axis. The sum of all the column pixel values 
inside a row is used to determine it. As was already indicated, the method additionally makes 
use of morphological operations, a collection of non-linear procedures for the shape component 
of an image. These approaches involve positioning structural elements in all possible locations 
and comparing them to surrounding pixels. The most common processes are dilation and 
erosion, which are used for growing and thinning, respectively. This study employs dilatation 
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to deal with the problem of broken characters and accurate segmentation. Dilation enlarges the 
boundaries of objects in an image by using pixels. In order to solve the problem of touching 
characters and accurate character segmentation, thinning is also used. Using morphological 
approaches, binary images can be thinned to get rid of particular foreground pixels. Although 
it can be used in a variety of other circumstances, skeletonization is one in which it excels. is 
the connected component approach, which links pixels based on intensity values to produce a 
set of connected components. The image's constituent parts are groups of identical pixels 
connected to one another using either 4- or 8-pixel connectivity. While 4-pixel connectivity 
groups all pixels that come into touch with one another on any of its four faces, 8-pixel 
connections join pixels along any face or corner. The approach employed for this work is based 
on eight connected neighbors.  
 
PROPOSED WORK 
Separating the typewritten Gurmukhi characters for recognition systems is the prime objective 
of the proposed work. An AutoSeg technique, as mentioned in the section before, is suggested 
for this. In this study, the AutoSeg method was used to propose a system for segmenting 
characters from image data samples. As a result of the data being gathered using a camera and 
the samples being camera-captured images, the images have various quality flaws, such as a 
blurring effect, shadow, and contrast difficulties. To solve this, the suggested work is split into 
two phases: (a) Image Quality Enhancement (pre-processing) and (b) Segmentation Phase. The 
first phase of pre-processing image samples employs noise reduction, contrast enhancement, 
and smoothing; the second phase employs image binarization, skew correction, and three-level 
segmentation, which comprises line [15], word, and character level segmentation. The 
suggested system's design is shown in Figure 1, and its specifics are as follows: 
 Step 1: Data Acquisition: A large collection of typewritten Gurmukhi documents from various 
sources has been assembled. The dataset includes images of Gurmukhi typewritten text-based 
documents collected from universities, colleges, and other sources using a smartphone camera. 
This dataset comprises full images of typewritten religious texts, stories, poems, and novels in 
Gurmukhi. 1000 samples from the more than 5,000 document images used for OCR research 
and language enrichment are utilized to test this suggested methodology.  
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Step 2: Pre-processing: As seen in figure 2, the collected image samples exhibit several 
problems with blurring, shadows, and contrast. Pre-processing approaches, where various 
filters, processes, or strategies can be used depending on the needs of the samples, can 
overcome all these problems. So, noise removal, contrast enhancement, and smoothing are pre-
processing techniques [15] in this work to prepare image samples. It aids in acquiring high-
quality samples and enhances system performance. Since the samples were taken with a camera 
device, they are unavoidably present. Therefore, the first primary goal is to eliminate sample 
noise brought on by extraneous conclusions. Weiner [35] and anisotropic [36] filters are 
utilized for this purpose, and a hybrid filter is then developed employing these two filters. 
Finally, an improved image is produced by sequentially combining the wiener and anisotropic 
filters, which helps preserve critical details like edges even after removing noise. Because some 
of the gathered samples have poor contrast, the contrast of the sample is adjusted using the 
contrast enhancement approach to create a qualitative image. In order to equalize contrast, 1% 
of the data in this work is saturated at both high and low intensities. This technique is known 
as intensity saturation. The sharpening effect is seen in the samples after the noise has been 
removed and the contrast has been adjusted. So, to manage the excess of sharpness, samples 
must be smoothed; in this work, median [37] and average [38] are employed. Combining the 
filters mentioned above to create a hybrid filter is another method of further improving this 
stage. It sequentially combines median and average filters to boost the system's performance. 
An example of the pre-processing phase with hybrid filters for noise removal and image 
smoothing is shown in figure 3. 

Figure 1: Proposed System Architecture 
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The conversion of a colour or grayscale image into a binary image can be accomplished 
utilizing a variety of image processing techniques. This study uses the OTSU technique [39], 
which was chosen based on experiments [15], for binary conversion. An image will 
automatically transform into a binary image using this method. For a threshold that assists in 
differentiating the foreground and background regions, the single intensity value is returned. 
Utilizing the maximization of inter-class intensity variance and the minimizing of intra-class 
intensity variation, the absolute threshold value is determined. Earlier research projects [4], [9] 
that dealt with text recognition system segmentation used the OTSU technique. Skew 
correction is essential for text recognition as well since typewritten text typically has a 
skewness problem that impairs the accuracy of segmentation. After skew correction, the 
foreground text pixels are recovered, and the entropy-based projection profile approach [40] is 
used to compute the essential information for creating the final output images with the right 
angles [15]. 
Step 3: Segmentation: The automatic segmentation approach put forth in this study extracts the 
lines from the sample image that is provided, the words from each line, and finally the 
characters from the segmented words. The AutoSeg approach, which goes by that name, was 
covered in the previous section of the paper. The results of line, word, and character 
segmentation are shown in the following figure.  
  



AUTOSEG: AN AUTOMATED SEGMENTATION APPROACH FOR TYPEWRITTEN GURMUKHI CHARACTER RECOGNITION 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      1864 
 

Figure 4: Segmentation Outcomes (a) Words from lines, and (b) Character from words 
  
EXPERIMENTATION AND RESULT ANALYSIS 
The effectiveness of the proposed approach is evaluated using a dataset of typewritten 
Gurmukhi thesis, narrative, poetry, fiction, and religious books. In total, 1,000 images were 
used in this study, divided into two datasets with 500 samples each. This project's first step is 
to increase the quality of the image sample because some of the acquired images have contrast, 
blurriness, and other issues. The quality of the images is therefore assessed after pre-
processing, and the enhanced samples are then forwarded to the second phase, where 
segmentation, skew correction, and binarization are carried out. The outcomes of two phases—
the Image Quality Enhancement phase and the Segmentation Phase—are also validated through 
experiments. When utilized to measure the quality of a picture, Peak Signal Noise Ratio 
(PSNR), Structural Content (SC), Laplacian Mean Square Error (LMSE), and Normalized 
Absolute Error (NAE) are commonly used parameters [41] that provide an accurate evaluation 
of the quality of the image sample. For instance, the PSNR assesses how well a picture can be 
represented by comparing its maximum power to the power of corrupting noise. Since lower 
noise is linked to higher PSNR, it should therefore be higher. Additionally, for photos of greater 
quality, SC, the sum of the squares of the original and recovered image pixel values, should 
have a better value. On the other hand, the LMSE and NAE error metrics should be as minimal 
as possible. Three pre-processing procedures, as mentioned in the preceding part, are employed 
in this study, and different filters are used for each technique. In the presented results (figure 
5), five distinct methods—M1, M2, M3, M4, & M5—are utilized. These approaches were 
created by combining various pre-processing techniques as listed in the table below:  
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Table 1: Image quality Enhancement Methods 

  
The average performance calculated by measuring each parameter for all the samples provided 
in the dataset is shown in Figure 5. These findings showed that the M5 outperformed all other 
combinations of the improvement techniques listed in table 1 in terms of performance. M5 has 
a greater PSNR, SC, a lower LMSE, and a lower NAE as required by the parameters, which 
highlights its efficacy. As a result, the M5 approach is used to improve each image sample 
before being sent to the second phase for additional processing. The suggested system's second 
phase performs line, word, and character segmentation; the accuracy parameter is computed to 
analyze the effectiveness of each segmentation level. Accuracy is described as follows: 
Accuracy=(T_inp-C_out)/T_inp * 100   (1) 
Here, T_inp stands for the total number of inputs, which corresponds to the system's total 
number of Lines, Words, and Characters, and C_out stands for the Correctly Segmented output, 
also known as Lines, Words, and Characters. The output images that were appropriately 
segmented are manually reviewed and counted to determine the results. According to the 
findings, a few samples in each segmentation phase continue to have the issue of under-
segmentation. Figure 6 displays an example of under-segmented words, lines, and characters.  

Line Segmentation: By calculating the proper segmentation rate, under-segmentation rate, and 
over-segmentation rate, the upgraded typewritten dataset images are utilized to assess the 
effectiveness of the suggested line segmentation approach. Two groups of the 1000 sample 
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dataset, each with between 15000 and 16000 lines, are created. The evaluation's results include 
the following: 
 

Table 2: Experimentation Results (Line Segmentation) 
Dataset Number 

of 
Images 

Number 
of Lines 

Correctly 
Segmented 

Lines 

Under 
Segmented 

Lines 

Over 
Segmented 

Lines 

Dataset-
1 

500 15000 13733 1267 0 

Dataset-
2 

500 16000 14685 1315 0 

 
Word Segmentation: The effectiveness of the suggested word segmentation strategy is 
evaluated on the line that was recovered from the first phase, also known as line segmentation. 
The performance in this instance is assessed using the rates of correct, under, and over-
segmentation. The line pictures utilized in this experiment are taken from the line 
segmentation; we chose 2000 of the extracted lines and divided them into two datasets as shown 
in table 3. The following are some of the outcomes of the word segmentation findings: 
The results of the word segmentation findings include the following: 

Table 3: Experimentation Results (Word Segmentation) 
Dataset Number 

of 
Images 
(Lines) 

Number 
of 

words 

Correctly 
Segmented 

Word 

Under 
Segmented 

Words 

Over 
Segmented 

Words 

Dataset-
1 

1000 7520 7199 321 0 

Dataset-
2 

1000 7950 7572 378 0 

 
Character Segmentation: Using the words gathered from the word segmentation stage of the 
second phase, the success of the suggested character segmentation technique is evaluated. The 
performance in this instance is assessed using the rates of correct, under, and over-
segmentation. Two 1000-word-per-set datasets are taken from the extracted words for this 
experiment. The evaluation's results include the following: 

Table 4: Experimentation Results (Character Segmentation) 
Datas

et 
Numb
er of 

Image
s 

(Word
s) 

Num
ber of 
chara
cters 

Correc
tly 

Segme
nted 

Charac
ters 

Under 
Segme
nted 

Charac
ters 

Over 
Segme
nted 

Charac
ters 
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Datas
et-1 

1000 3251 2956 295 0 

Datas
et-2 

1000 4208 3893 315 0 

Based on the results in tables 3-5, the accuracy for each segmentation level is calculated. Figure 
7 compares the accuracy of the AutoSeg technique for line, word, and character. 

 
Figure 7: Accuracy of AugSeg Approach 

According to the accuracy chart above, word segmentation achieves accuracy rates of 95.7% 
and 95.2% for datasets 1 and 2, respectively, while line segmentation gets accuracy rates of 
91.5% for dataset 1 and 91.7% for dataset 2. However, the final character segmentation 
achieves an accuracy of 90.9% for dataset 1 and 92.5% for dataset 2, respectively. As a result, 
the proposed AutoSeg technique, which will be useful for character identification and 
recognition systems of Gurmukhi text, obtained more than 90% accuracy. 
CONCLUSION AND FUTURE SCOPE 
Using a typewritten Gurmukhi text recognition system, this work proposes an automated 
segmentation approach. Additionally, it creates a system that first enhances the image sample's 
quality before applying the suggested method for automated segmentation. In order to improve 
the quality of the sample image, noise removal, contrast enhancement, and smoothing were 
implemented. The combination of the hybrid filter, specifically the wiener and anisotropic, 
intensity saturation, and hybrid filter, specifically the median and average, functioned well. In 
order to evaluate the effectiveness of the image quality enhancement phase, PSNR, SC, LMSE, 
and NAE measurements are used. To further enhance the quality of the segmentation, this 
augmented image is binarized using the OTSU binarization technique. As a final step, the 
suggested AutoSeg technique automatically separates the lines while also extracting the words 
from every line as well as characters from every word. The dataset of 1000 image samples with 
typewritten text in the Gurmukhi language, separated into two datasets with 500 images each, 
is used to assess the performance of the segmentation approach. Results show that for both 
datasets, line, word, and character segmentation accuracy is over 90%, which is highly effective 
for an automated approach. It also addresses the issue of broken and touching characters. The 
accuracy of the AutoSeg technique can be tested in the future on printed or handwritten data 
samples of Gurmukhi text. 
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