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ABSTRACT: 
Many people are threatened with diabetes, making it one of the most serious diseases 
nowadays. Diabetes can be brought on by many factors, including advancing age, being 
overweight, not getting enough exercise, having a family history of the disease, leading an 
inactive lifestyle, eating improperly, having high blood pressure, etc. Diabetics are at increased 
risk for a wide range of health issues, including cardiovascular disease, kidney failure, stroke, 
vision and nerve problems, and more. Diabetic patients typically undergo a series of diagnostic 
examinations at the hospital before receiving therapy, as this is the standard procedure. The 
healthcare industry is a key user of big data analytics. The healthcare sector makes use of 
massive data sets. The study of massive datasets using big data analytics allows one to uncover 
previously unknown information and patterns, allowing one to draw conclusions and make 
predictions about the data. To improve diabetes classification, this research proposes a hybrid 
prediction model that combines the strengths of two Machine Learning (ML) models: the 
Support Vector Machine (SVM) and the Random Forest (RF). To evaluate the efficacy of the 
proposed hybrid model, the results of the model were compared with simple ML models, 
including SVM, RF, and Decision Tree (DT). The hybrid model with good accuracy is finalized 
and deployed in the web application. The website's layout makes it simple for visitors to 
navigate and use the interface to determine their health conditions. 
KEYWORDS: Diabetes, Data Processing, Feature Extraction, Machine Learning, Accuracy, 
Website 
 
INTRODUCTION: 
Diabetes' global impact is expanding at an alarming rate, making it one of the most important 
issues confronting the healthcare sector today. As a result, according to the World Health 
Organization (WHO), globally diabetes is the 7th greatest reason for death in 2016 [1]. 
Diabetes-related complications kill an estimated 1.6 million individuals worldwide each year 
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[2]. The WHO reported in its first global study that the number of diabetics increased from 108 
million in 1980 to 422 million in 2014 [3]. As part of World Diabetes Day on November 14, 
2018, the World Health Organization (WHO) joined its global partners in highlighting the 
consequences of diabetes. According to WHO figures, one-third of adults are overweight, and 
the percentage is growing. Diabetes has been identified as the leading cause of cardiovascular 
disease, kidney disease, and stroke-related visual impairment. Diabetes is defined as a chronic 
disorder in which the body fails to correctly metabolize glucose (blood sugar; glucose is created 
by the food we eat), resulting in an abnormally high blood sugar content. Diabetes is 
characterized by resistance or insufficient production of insulin by the body. There was no 
known treatment for diabetes until recently, but early detection and education can help prevent 
problems. Diabetics face major dangers such as nerve damage, heart disease, kidney failure, 
and stroke. Hyperglycemia, caused by an excess of glucose in the blood, interferes with the 
regular functioning of several human organs. Early diagnoses are reliant on a physician's skill 
and experience, which may be incorrect or vulnerable. The healthcare business generates a 
massive amount of data, but it lacks the pattern recognition capabilities required to use that 
data to make informed decisions. Because of the inherent hazards of depending on a healthcare 
provider's subjective opinions and judgment for essential early-stage disease diagnosis [4]. 
Unknown patterns may exist, and they may have an impact on the outcomes we witness. As a 
result, patients are receiving inadequate care, necessitating the development of a more complex 
system for early disease identification, ideally one that employs automation to increase 
accuracy and efficiency. Data mining and ML techniques have advanced to the point where 
they can reliably and efficiently extract important insights from previously hidden data and 
find previously undetectable defects and hidden patterns. As the prevalence of diabetes rises, a 
plethora of data mining approaches has been created to find previously hidden trends in vast 
healthcare databases. Additionally, the data can be used for automated diabetes prediction and 
feature selection. 
Algorithms trained using ML have the potential to significantly improve diabetes detection 
efforts, with applications ranging from predicting the most accurate diagnosis to automating a 
wide range of medical treatments. Among these are the use of various ML algorithms to help 
patients recognize the beginning of diabetes early. Diabetes prediction based on early 
symptoms can be made reasonably simple and inexpensive. This early projection can help 
people decide which treatment options to pursue and which experts to consult. As a result, in 
this study, we developed a system that consistently predicts diabetes based on health factors 
provided by the patient. 
 
LITERATURE REVIEW: 
The goal of the project is to [5] discover reliable ML models for recognizing diabetes cases 
from medical data. This article explains how to train ML algorithms with various datasets. To 
improve the quality of the models, we employed efficient label encoding and normalization 
pre-processing techniques. Furthermore, utilizing multiple feature selection approaches, we 
uncovered and prioritized a range of risk indicators. In-depth investigations on two independent 
datasets were conducted to assess the model's performance. The best ML method is chosen for 
further development. Flask, a web application platform written in Python, is used to implement 
such a concept in a website. This study suggests that utilizing an appropriate pre-processing 
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strategy on medical data and ML-based categorization may improve the accuracy and 
effectiveness of diabetes prediction. 
The study [6] evaluated and analyzed different ML models that can detect diabetes risk early 
on and aid in medical diagnosis. The project analyses real datasets, such as patient records 
acquired from a physician in the Bandipora district of India. ML model predictive abilities 
make them a valuable commodity in the healthcare market right now. ML model is being used 
by researchers to better forecast diseases and reduce expenditures. This research outlines a 
method developed by the author that uses ML methods to estimate the likelihood of getting 
diabetes in North Kashmir. Six ML classifiers have been used efficiently and RF achieves the 
best accuracy (98%) among classifiers with a well-balanced data set. Finally, this research 
helps to precisely predict the prevalence of diabetes and its future occurrence. 
The work [7] is to give a thorough evaluation of diabetes diagnosis utilizing supervised and 
unsupervised ML approaches. This review includes papers published on diabetes diagnosis 
between 2018 and 2020. A DT-based algorithm was used to make accurate diabetes 
predictions. Unsupervised learning approaches like principle component analysis (PCA) and 
k-means clustering can also help with attribute selection and outlier detection from a huge 
dataset (K-Means). This study demonstrates that a mix of supervised and unsupervised ML 
algorithms employing K-Mean and SVM achieved high accuracy in diabetes diagnosis and 
evaluation. 
The authors [8] present a model for diabetes prognosis that use a hybrid ML technique. The 
theoretical underpinnings of the overall framework include both SVM and Artificial Neural 
Networks (ANN). By analyzing the data, these models can establish if or not a patient suffers 
from diabetes. The dataset for this investigation is distributed 70:30 among training and testing 
data. Fuzzy logic is then employed to arrive at a final diagnosis of diabetes based on the results 
of such models serving as the membership function input to the fuzzy model. Models are 
combined and stored in the cloud for later use. This integrated approach may determine the 
person's diabetes condition based on their present medical profile. The suggested fused ML 
model has better prediction accuracy than other methods that have been previously reported. 
The article [9] shows how to make a mobile app that uses Deep Learning (DL) to diagnose 
diabetes. The Sequential function of the TensorFlow platform was used to build the diabetes 
forecasting models. The model was converted to the 'tflite' type and used in the construction of 
a mobile app to determine whether a user is diabetic using the Android Studio IDE. The 
accuracy of the DL model was 93%, which was extremely impressive. Also, the app has 
instructions for how to use it and information about diabetes mellitus. The DL-based 
smartphone app that was just made is a big step forward in the field of early detection of 
diabetes mellitus. If the diagnosis is correct, a lifestyle modification may be achievable, 
allowing one to avoid a potentially disastrous conclusion. 
To accurately diagnose and predict diabetes, as well as reduce its occurrence, a diabetes 
forecasting approach depends on a One-Dimensional Convolutional Neural Network (1DCNN) 
is suggested in the article [10]. To confirm its efficacy, we compared our proposed method to 
both the naive Bayes and the RF method. Several confusion matrix indicators were utilized to 
evaluate the three techniques. The experimental findings reveal that the suggested approach 
beats another model in precision and accuracy, and it is capable of accurately forecasting 



DESIGN WEBSITE FOR DIABETES PREDICTION USING SUPERVISED MACHINE LEARNING 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      2057 
 

diabetes. The suggested 1DCNN approach has the potential to inspire new ways of data mining 
and analysis in the healthcare sector. 
The study's [11] main objective is to forecast symptoms early, with the ultimate objective being 
to completely eradicate the illness. If the problem can be resolved whenever the illness remains 
in its initial stages, patients will have a significantly greater chance of getting better and not 
losing a lot of money. This study used a more severe ML and DL methodology to assess the 
model's effectiveness. When applied to a dataset, however, K-Nearest Neighbor and DT 
produce the maximum accuracy. Because the supplied data is well-suited for the KNN 
algorithm, it is the best option in this circumstance. A hospital in Bangladesh used a direct 
survey form to collect information from a wide range of patients, which was subsequently 
utilized in this study. The KNN algorithm is well suited for usage in medicine because of its 
mobility and a high degree of accuracy. 
The research [12] uses an ML technique to predict the patient's blood sugar level based on 
actual data from a physical examination at a top-tier Chinese hospital. Several transformations 
are applied to the raw data to clean it up, and then, after a correlation is discovered between the 
feature variable and the target variable, some of the features are dropped. After the feature data 
has been given to XGBoost for feature selection, a risk prediction model could be used to 
classify high- and low-risk data. Experimentation yielded an improved model for predicting 
the chance of getting type II diabetes. 
The study published in the journal [13] examines the effectiveness of 4 non-linear activation 
functions of the CNN approach used in blood glucose forecasting. Thirty patients are included 
in the simglucose UVA/Padova dataset utilized for experimental investigation in the 
simulation. The CNN approach also includes a three-class classification challenge in which the 
individual could be classified as euglycemic, hypoglycemia, and hyperglycemic. CNNs with 
various activation functions are assessed using statistical measures of their effectiveness. The 
results show that utilizing CNN with the ELU activation function yields the best accuracy. 
 
METHODOLOGY: 
The research tries to develop a website for diabetes prediction, which helps individuals to 
identify their health status without the doctor's need. To do the automatic diabetes prediction, 
the data will be collected from a standard website and processed. The collected data contain 
some unwanted information and unbalanced target data. The data processing is done to make 
the data into a clean and useful format. To remove unwanted data feature extraction is 
employed using a correlation plot. All the extracted features are given to the conventional ML 
models like SVM, RF, and DT and suggested hybrid SVM+RF for training. After completing 
the training process, all four ML models are tested, and the outcomes are evaluated using the 
metrics. This evaluation helps to identify the best model. 
Data Acquisition  
The dataset was created using the PIMA Indian dataset (PID) by NIDDK [14]. Using the PIMA 
dataset is important because most people around the world today share a similar lifestyle 
characterized by a higher intake of refined foods and a lower level of physical activity. As a 
result, the NIDDK has been undertaking the PID investigation, which is a cohort study, since 
1965. Certain diagnostic features and measurements were incorporated into the dataset, 
enabling the early detection of chronic diseases, including diabetes. The collected data is shown 
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in figure 1 and the following 8 parameters were shown to be most associated with diabetes 
prediction: the patient's age, number of pregnancies, body mass index, insulin levels, blood 
pressure, skin thickness, glucose levels, and Diabetes Pedigree Function. 

  
Figure 1- Diabetes PIMA Indian data 

There were 768 incidences in PID, 268 were diabetic samples and 500 were non-diabetic 
samples. The resulting values are severely imbalanced. To resolve this issue, we can use the 
Synthetic Minority Oversampling Technique (SMOTE) to produce samples from the current 
data. Under no circumstances are copies made. Nitesh V. Chawla et al. reported the first 
SMOTE implementation in 2002 [15]. The essential assumption is that the sample's k-nearest 
neighbors are utilized to build a synthetic instance to represent the minority instances. In the 
specific situation, sample X is picked from the population using the k-nearest sampling 
strategy. The SMOTE technique then selects n samples at random and stores them in X_i. 
Finally, the following formula is used to generate a new sample X^'. 

𝑋 = 𝑋 + 𝑟𝑎𝑛𝑑(𝑋 − 𝑋), 𝑖 = 1,2, …… , 𝑛 
when rand is a random number selected at random from a uniform distribution over the 
specified interval (0, 1). ML approaches can be used to improve class imbalance by obtaining 
minority cases using SMOTE. Table 1 shows the data distribution before and after SMOTE. 
 

Table 1. Data distribution before and after SMOTE 
Diabetes Data Outcome Before SMOTE After SMOTE 

0 500 500 

1 268 500 

 
Feature Extraction 
Before applying the mining approach, the dataset must be pre-processed, which enables the 
elimination of redundant information and the counting of unstructured data by transformation. 
Theoretical ways to select important features differ depending on the problem. Employing 
Feature extraction is a critical intermediate stage in the mining process for streamlining the 
learning phase and improving performance without changing the fundamental architecture of 
data mining algorithms. The feature extraction strategy was implemented into the proposed 
method as a pre-processing phase to reduce the dimensionality of the dataset and speed up the 
entire computation procedure. Feature extraction is the process of extracting features from 
input data to enhance the performance of trained models [16]. This step in the overall structure 
eliminates unnecessary information, resulting in a decreased data dimension. The amount of 



DESIGN WEBSITE FOR DIABETES PREDICTION USING SUPERVISED MACHINE LEARNING 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      2059 
 

time spent learning and inferring can be decreased. The feature extraction methods produce 
freshly generated features by combining and modifying the initial feature collection. The 
collected PIMA data contains 8 attributes, by using the correlation plot the 6 important 
attributes are retrieved from the data (eliminate blood pressure and skin thickness). The 
correlation plot used for feature extraction is given in figure 2. Figure 3 illustrates the extracted 
features from PID. 

 
Figure 2- Correlation plot on diabetes data 

 

 
Figure 3- Extracted features using correlation plot. 

ML Model 
SVM algorithms are widely utilized for classification and regression in clinical applications 
[17]. While expanding the geometrical margin, SVM decreases the actual prediction error. A 
different name for SVM is Maximum Margin Classifiers. SVM is a broad process that relies 
on the assured risk constraints of optimization theory, known as the structural risk minimization 
principle. By applying the kernel method, SVM may efficiently execute non-linear 
categorization. Even though the feature space is uncertain, the kernel technique can be used to 
create the classifier. Each sample is represented as a point in space in an SVM model, and the 
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categories are mapped onto nearby points to establish a sharp, as-wide-as-possible separation 
between them. Given a set of points from each class, an SVM, for example, can find the 
hyperplane with the maximum number of points from that class on the same plane. The optimal 
separating hyperplane minimizes the potential of misclassifying test dataset samples by 
maximizing the distance between two parallel hyperplanes. 
A DT can divide a dataset into subsets based on a variety of criteria. A DT's root node serves 
as the beginning point for the tree's internal nodes, which are referred to as decision nodes. DTs 
can be used to address both regression and classification problems. It has an if-then-else 
structure that it follows. The leaves represent the result of categorizing various features with 
instances via the root node. Each node is chosen depending on the amount of data it contributes 
across all characteristics [18]. The logic behind a DT is detailed: (i) The features that serve as 
nodes are the tree's construction blocks. (ii) The input nodes with maximum information gain 
are utilized to choose features and forecast the output. (iii) By repeating the preceding steps, 
subtrees based on features not used in the root node are produced. 
The term "random forest" refers to a collection of various DTs. Each tree predicts something 
based on a portion of the data, and the best one is chosen via a voting procedure. Averaging 
the output of each DT reduces overfitting even further. RF algorithm could be utilized for both 
regression and classification [19]. This is how RF functions: (i) A random sample is drawn 
from the provided dataset. (ii) For each sample, a DT is constructed, and the trees are utilized 
to create predictions. (iii) Every anticipated outcome is subject to vote. (iv) The most popular 
outcome is the one that occurs. 
The fourth one is the design of the hybrid model. The goal of the hybrid method known as 
"ensemble prediction" is to reduce bias and variation while simultaneously improving 
predictions through the use of "boosting," "bagging," and "stacking." While Bayesian 
averaging is a novel ensemble technique, the following strategies have shown to be the most 
effective when attempting to synthesize results from multiple models: Boosting, wherein the 
forecast mistakes from earlier chain models are utilized to construct other models of a similar 
kind. Bagging is a technique for building numerous models from small samples of a single 
training sample. Stacking, wherein numerous models are constructed, with the supervisory 
model being the best possible amalgamation of the primary models' projections. This study 
addresses these problems and their impact on diabetes detection performance by carefully 
combining SVM and RF ML models to build an ensemble classifier via Bayesian averaging 
using efficient feature selection. Bayesian averaging involves making several forecasts for 
every piece of data. In this approach, we aggregate forecasts from different models and use the 
mean to construct our forecast. Predictions in regression and probability computations in 
classification tasks can both benefit from Bayesian averaging. Optimized feature selection is 
presented alongside a new ensemble learning approach to ensure resilience. 
 
RESULTS AND DISCUSSION: 
The PIMA India diabetes data were collected and processed for automatic diabetes prediction. 
The processed data is split into two, 80% for training and 20% for testing. The four ML models 
are trained using 80% data and tested using the remaining data. The outcome of test data is 
compared with the actual target value using the metrics. The highest accuracy was attained by 
SVM+RF (96.5%) followed by SVM (95%), RF (93.5%), and DT (89%). Next, the maximum 
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recall value scored by SVM+RF (97.02%) followed by SVM (96.90%), RF (92.07%), and DT 
(90.90%), Then the precision score is analyzed and the values are presented in ascending order 
DT (87.37%), SVM (93.06), RF (94.89) and SVM+RF (96.07%). Finally, the F1-score is taken. 
SVM+RF produce gives the highest F1 value (96.55%), followed by SVM (94.94%), RF 
(93.46%), and DT (89.10%). 

Table 2- Performance Comparison 
MODEL ACCURACY RECALL PRECISION F1-SCORE 

SVM 95 96.9072 93.0693 94.9495 

DT 89 90.9091 87.3786 89.1089 

RF 93.5 92.0792 94.898 93.4673 

SVM+RF 96.5 97.0297 96.0784 96.5517 

 
Table 2 is converted into a bar graph and it is shown in figure 4. For each metric individual bar 
graph is drawn. By analyzing all the bar graphs, it is found that the suggested SVM+RF model 
gives better results in all metrics.   

After identifying the best model by comparing the metrics score, the best model is finalized 
and deployed on the website. A dedicated website was developed using the SVM+RF model 
and FLASK was used as a platform to develop one. On the website, different edit boxes were 
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provided to make the user flexibility to enter their health parameters. After clicking on submit 
button, the user will get an accurate prediction of diabetes in a different dialogue box. The work 
of the designed website is given in figure 5. 

 
Figure 5- Working of the designed website for diabetes prediction. 

 
CONCLUSION: 
Diabetes is a long-term condition that makes the blood sugar level high. This long-term 
condition has been linked to early death. Diabetes can be diagnosed in a variety of ways, and 
its treatment can take several forms. Moreover, with the progress of technology, computer-
aided disease diagnosis (CAD) is now feasible. CAD is a reliable, quick, and alternative 
approach that aids the physician's decision.  Commonly utilized techniques for CAD includes 
ML classification strategies. The primary objective of this research was to develop an ML 
model for the early diagnosis of diabetes in patients. As a result, four ML classification 
techniques were utilized: SVM, RF, DT, and SVM+RF. The research was conducted using PID 
data obtained from the Kaggle website. The accuracy, precision, recall, and F1 score were used 
to rank the effectiveness of the ML approaches. The results show that the proposed hybrid 
SVM+RF technique is superior to others in accurately classifying diabetic disease. Finally, the 
simple website is intended to anticipate diabetes. 
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