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ABSTRACT: Data analysis is a key procedure in the part of data science that obtains needed 
information from any statistics. The ease of access and maintenance makes structured data the 
most popular choice among many organizations even today. On the other hand, with the fast 
development of technology, large amounts of more unstructured data like text and image are 
being generated. Unstructured data is data that didn’t have any pre-defined system associated 
with it. Because of the accessibility of a high number of electronic text records from various 
sources explaining unstructured and semi-structured data, document categorization work 
becomes an interesting part to control data nature. Text classification is an efficient activity 
that can be achieved using the originality of categorization algorithms. Recently, Machine 
Learning (ML) approaches offer a novel chance to emerge unstructured data into existing 
knowledge bases without the requirement to manually organize the data into topic-based 
content enriched with semantic metadata. Hence in this work, Context aware extraction of 
concepts from unstructured data using Machine Learning algorithms is presented. Textured 
Context Pattern (TCP) method with Lexical Subgroup (LS) model is used to explain the 
relevancy between the feature of query document and from whole dataset. the Unsupervised 
Cross-Correlated Neural Network (CCNN) is used to find the matching feature. The 
performance of presented model is described regarding Precision, Recall and F1-score. 
KEYWORDS: Structured data, Unstructured data, Machine Learning, Cross-Correlated 
Neural Network (CCNN). 
 
I. INTRODUCTION 
With increasing proliferation and technological advancement, a large amount of text data is 
generated every day in the form of social media platform, websites, company information, 
healthcare information and news. Indeed, extracting interesting patterns like opinions, 
summaries and facts of different lengths from text data is a difficult task [6]. The exponential 
enhancement of text data and ongoing growth of data age, forms managing like huge amounts 
of information even more difficult. Online text is semi-structured or unstructured; Examples 
contains academic papers, online journals, news sources, and books. Before growth of 
technology, people only process this lot of information, which takes much period [1]. 
 
Data analysis and its complexity vary according to the type of data. The complexity of analysis 
is associated with several aspects such as data resources, the accuracy of analysis, and domain 
dependence. Structured data is similar to machine-language and forms the operation and 
management of data very straightforward; unstructured data, however, is natural language text 
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that does not have a severe semantic structure or database format. Obviously; If unstructured 
data can be readily transformed into structured data, it becomes easier to derive intelligence 
from unstructured data. 
 
Unstructured data is asymmetrical data without a predefined information system. A continuous 
stream of data over time is unstructured and grouping this information is a laborious work as it 
lacks class labels and accumulates above the period. As information continues to grow, this 
makes challenging to train and generate a system from scratches every duration. Since there 
are many types of records on the Internet that are used on a large scale in various applications, 
document type identification for classification models to facilitate further operations is a 
complex task. Text semi-structured and unstructured files have several varience in their 
behaviour, including the structure of text presentation, level of ambivalence, degree of useful 
and utilization of idioms,  punctuation and metaphors [9]. 
 
Key phrases are critical for searching and sorting scholarly papers. A list of key-phrases is an 
important feature of a scientific text. Key-phrases consist of concise representation of the 
contents of the text. They assist to search engines notice and sort papers [4]. Qualitative 
selection of key phrases definitely affects the visibility of the paper and its number of citations. 
Text classifiers will arrange, organize, and classify nearly any type of text, including 
documents, medical research, files, and content noticed in the web. Unstructured data accounts 
for over 80% of all information, with text being one the regular classify. Analyzing, absorbing, 
arranging and shifting by text information are hard and time utilization because of its 
disordered behaviour, many businesses didn’t utilize its complete possibility [2]. 
Text classification is a basic work in the part of Natural Language Processing (NLP) and is 
often used in information retrieval, untrustworthiness analysis and detection, sentiment 
analysis, detection of spam emails, etc. Text mining is a word used to explain the system of 
obtaining forms or knowledge from unstructured data. Text classification is a model in which 
they need to obtain needed data from text. This is where ML and text classification come into 
play. Text classifiers are utilized to fast and low expensive classify all relevant text types, 
including emails, legal documents, social media, surveys etc. In the data learning and the 
prediction process, there are several models of classification techniques are to validate the data 
based on the similarity metrics. For scholars and other researchers needs to search for 
references that are related to the work and for the documentation process. The reason for file 
categorization, available algorithms examine the distribution of content terms in a file. 
Artificial intelligence (AI), especially, machine learning (ML) has developed fast in present 
time in the context of data analysis and computing, which generally permits functions to act in 
an intelligent approach [8]. ML generally gives systems the capability to study and improve 
automatically from understanding without being specially programmed, and normally 
represents the latest technologies in the Fourth Industrial Revolution. There are different types 
of ML algorithms in this area such as supervised, unsupervised, semi-supervised and 
reinforcement learning. ML helps to search for the related documents that are matched with 
the given reference. 
Hence in this work, Context aware extraction of concepts from unstructured data using 
Machine Learning algorithms is described. The remaining work is organized as follows: The 
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section II explains the literature survey. The section III describes Context aware extraction of 
concepts from unstructured data using Machine Learning algorithms. The section IV describes 
the result analysis of presented approach. Finally, the work is concluded in section V. 
II. LITERATURE SURVEY 
Dan Zhang et. al., [10] explains Text Complexity Classification Data Mining Model Based on 
Dynamic Quantitative Relationship between Modality and English Context. *is article starts 
with a conceptual investigation of text complexity analysis and describes the five parameters 
of dynamic, complexity, hiding, sentiment, and ambiguity, including the origin of text 
complexity and the expression of user needs in a networked environment. Second, depended 
on the particular method of text mining, data collection, data processing and data visualization, 
it is described to group user request analyzes into three phases of text difficulty accession, 
identification and statement. Examination depended on text mining technology. The 
experimental output shows gathered quantitative relevant data is noticed and described to 
understand the conversion of quantitative relevant data into product characteristics. 
 
Dongdong Zhang, Changchang Yin, Jucheng Zeng, Xiaohui Yuan and Ping Zhang et. Al., [11] 
describes combining structured and unstructured data for predictive models: a deep learning 
model. In this analysis, the authors present 2 common-reason multi-modal neural network 
models by embedding sequential structured files with structured information to enhance patient 
representation learning. The described combination systems support files embeddings for the 
presentation of extensive clinical notes files and convolutional neural networks to system of 
sequential clinical notes and temporal signals or LSTM networks as well as one-hot encoding 
for statistical data. 
 
Fouad Zablith, Ibrahim H. Osman et. al., [14] presents Review Modus: Text Classification and 
Sentiment Prediction of Unstructured Reviews using a Hybrid Combination of ML and 
Performance Models. Review Modes, a text mining and processing framework (1) depends on 
model structure and its comparable prediction questions to instruct an ML models to detect the 
categorization of feedbacks around algorithm measurements; (2) An external review detects 
sentiment in feedbacks are depended on training datasets; and (3) Transforms scales obtained 
from feedback for later examination. The method is calculated in the factors of 11 e-
government services, at which evaluation of the model differs from the physical operation of 
structured feedback verified by three individual examiners. 
 
Sathya Madhusudhanan, Suresh Jaganathan and Jayashree L S et. Al., [15] presents 
Incremental Learning for Classification of Unstructured Data Using ELM. A framework for 
clustering metadata describes CUIL (Classification of Unstructured Data), that clusters 
metadata, gives a name to every cluster, and later makes a system utilizing an Extreme Learning 
Machine (ELM), an incremental feed-forward neural network, information for every batch. 
Based on the tabular results, this work shows high accuracy and efficiency. However, this work 
has some limitations: (1) Complexity for resolving random weights by trial and error model till 
the intended accuracy is attained for the training dataset as well as (2) Complexity in selecting 
total of invisible neurons, i.e., the total of invisible neurons enhances as high accuracy is 
attained. 
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Lipika Dey, Hardik Meisheri and Ishan Verma et. al., [17] presents Predictive Analytics with 
Structured and Unstructured data - Deep Learning based approach. A general deep learning 
framework for predictive analytics using both unstructured and unstructured data is presented. 
That describe a case-study to check the operation and applicability of the described model 
where it use LSTM to predict the movement direction of structured data. utilizes events 
obtained from news documents. 
 
Shucheng Gong and Hongyan Liu et. al., [19] Constructs Decision Trees for Unstructured Data. 
A decision tree construction framework is known as CUST is described and that will solve 
structured text. CUST explains the uses of partitioning importance made by unstructured 
feature values and decreases the total scans in datasets by creating accurate data forms. 
Observations on real-world datasets shows that CUST enhances ability to build categorizes for 
structured data.  
 
III. CONTEXT AWARE EXTRACTION OF CONCEPTS FROM UNSTRUCTURED 
DATA 
Context aware extraction of concepts from unstructured data using Machine Learning 
algorithms is presented in this section. The flow diagram of presented approach is shown in 
Fig. 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The main aim is to satisfy the objectives that are listed as follows: To present the domain 
specific representation techniques for unstructured text data and to develop a technique for 
discovering relationship between overlapping or similar meaning of words in large clusters. 
Unstructured data, usually text, is data that does not have a predefined format (eg, e-mail, word 
processing documents, or presentations). Unstructured data is created and gathered for variety 
types, that is Word documents, email, PowerPoint presentations, survey responses, transcripts 
of call center interactions, posts from blogs, and social media sites. Different type of 
unstructured information consists of images, audio and video documents. Unstructured 

 Unconstructed Textual Document 

Document Pre-Processing 

Context and 
Feature Vector 

CCNN based 
Classification 

Feature 
Database 

TCP-LS 
pattern 

Classification Result 

Fig. 1: Flow Diagram of Context aware 
extraction of concepts from unstructured data 
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documents are free from just documents and don't have a set structure but can still be scanned, 
captured and imported.  
In this analysis, the unstructural text documents are taken from computer folders where files 
are related to database, networking, database, image processing, etc. The file might be csv file 
or pdf file. The unstructured documents data is need to pre-processed because computer is a 
machine that does not have the capability to know explicitly how to process text or worse. The 
pre-processing improves the reliability and accuracy. The pre-processing stage removes 
missing or inconsistent data values resulting from human or computer error which can enhance 
the accuracy and standard of dataset forms it more reliable. It makes information consistent. 
Data pre-processing includes different methods like stemming, segmentation, lemmatization, 
stop word removal, etc. Stemming is the procedure of reducing words to their root by removing 
inflections by dropping unrequited letters, usually suffixes. Stemming and lemmatization are 
techniques utilized by search engines and chatbots to describe meaning behind a word. 
Stemming utilizes root of word, during lemmatization utilizes text where term is utilized. Data 
segmentation involves taking information and grouped it and grouping equal data based on 
selected parameters so that it can be used highly beneficially. Stop word cutting is the most 
regularly used pre-processing steps in various NLP applications. The idea is to remove words 
that appear in common across all documents in the corpus. In general, articles and pronouns 
are usually classified as stop words. Stop words are abundantly available in any human 
language. By removing these words, low-level information is removed from the text to focus 
more on significant data. 
Data pre-processing stage perform certain operation like null values handling, redundancies, 
and unrequited information. Data can be misattributed and contain noise. Cleaning and fixing 
false or inaccurate data from records and datasets requires finding and correcting (or removing) 
incorrect, inaccurate, or meaningless information, such as replacing, updating, or deleting 
confidential material. This step removes semicolons and commas. Dataset consists of many 
problems like punctuation marks, pronunciation marks and remaining particular characters, 
numbers, white spaces, abbreviations, capital letters, etc. For this reason, they should be 
standardized. 
The total of invisible states of the input series weighted by the alignment scores refers to a 
context vector. Every term in input series is referred by combination of both (ie, forward and 
backward). A feature vector is an ordered list of numerical features of an observed 
phenomenon. It represents the input features to the predictive machine learning model. Humans 
can analyze qualitative data to make decisions. There are two types of context: physical context 
and linguistic context.Context and feature vectors are used to identify document belongs to 
which type. 
To achieve the objectives key points and to enhance the classification performance and to 
reduce the time complexity for data analysis, optimization method can be implemented to select 
best matching of the keywords and feature attributes that are relevant to the query document. 
This can be achieved by using the Textured Context Pattern (TCP) model with Lexical 
Subgroup (LS) method to find relevancy among feature of query document and from entire 
dataset. A lexicon is referred to as a part of an NLP model which consists of data (semantic, 
grammatical) related to the independent terms or word strings. Lexical representations 



CONTEXT AWARE EXTRACTION OF CONCEPTS FROM UNSTRUCTURED DATA USING MACHINE 
LEARNING ALGORITHMS 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      31 
 

correspond to whole word forms, while lexical subgroup representations correspond to 
sequences of word parts or segments.  Description of TCP-LS Algorithm is as follows: 
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To find the matching feature, the Unsupervised Cross-Correlated Neural Network (CCNN).  
Correlation describes how one or more variables are related to each other, these variables can 
be features of the input data used to predict the target variable. With this system, first the pre-
processed feature is matched with the pattern by using CCNN to find the type of data without 
directly passed into the whole dataset. The algorithm description of CCNN classifier is as 
follows: 

 

 
 
To identify the matching document, the keywords from the statements are gathered to form the 
attributes for searching the queries. Then with the similarity metrics, the best matching 
documents are short listed to recommend the relevant documents. Finally, presented context 
aware text pattern prediction process for the dataset can be compare with 70%, 80% and 90% 
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training data. Finally, the CCNN   classifies the document that belongs to which type. Feature 
database is used to create the subfolder which is used to store the classification result. 
 
IV. RESULT ANALYSIS 
In this section, Context aware extraction of concepts from unstructured data using Machine 
Learning algorithms is implemented through python.  In this approach three different datasets 
namely SemEval2010, Wiki20 and Pubmed datasets are used. The performance of presented 
approach is investigated with different datasets. 
 
It is the significant standardized dataset, Gathered 244 complete scientific papers of SemEval-
2010 from ACM Library. From these six to eight page essays enclose four various parameters 
of computer science: distributed Artificial Intelligence Information Search and Retrieval, 
Social and behavioral Sciences and Distributed Systems. The reporter and experts selects the 
keywords for every document. Its processing duration is 1.078 sec. The current keyphrases of 
3129 and 656 are missing.  
 
PubMed Central full papers are generated from PubMed corpora of life science journals nearly 
0.026 billion ebooks of MIDLINE cites. This is garthering of 500 stories collected from single 
sources. Medical Subject Headings (MeSH), is a keyword dictionary is utilized to describe 
papers,  PubMed of gold keyword contains 14.24 keyphrases for each document. It contains 
2513 presented and 4607 non- presented keyphrases with a processing time of 0.266 seconds. 
 
Wiki-20 gathering consists of twenty English-language scientific analysis documents of 
computer science contains on different contents. Every report was assigned keywords with 
fifteen teams, every team consisting of two senior candidates in computer science, using the 
names of Wikipedia articles as student vocabulary. Every article should have about 5 keywords 
assigned from teams. By an average, 5.7 keywords are accepted from every team. The 
presented keyphrase of 315 and a non- presented keyphrase of 395 with an processing time of 
0.016 seconds. The result analysis of presented approach is calculate using features like, true 
positive rate (sensitivity), precision, F1-score and accuracy with the reference of Ground truth 
of database. Precision, recall and F1-score are three significant and relevant metrics which are 
utilized in this model to differentiate the evaluation with remaining models. 
Precision: The precision is worked to evaluate the better forms, which are detected exactly 
from the number of detected forms in a true class. 
 
 
where KeyCorrected is the total exactly detected key-phrases matched against standard key-
phrases and KeyPredicted is the number of detected key-phrases from the file.  
Recall:   It is also called as sensitivity. It is the ratio of positive values exactly predicted relative 
to exact positive values; and can be calculated as 
 
 
 

Precision=KeyCorrected/KeyPredicted (1) 

Recall=KeyCorrected/KeyPredicted (2) 
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F1-Score: F1-score is the significant performance in ML. It nicely summarizes the model's 
detection evaluation by integrating the two evaluations precision and recall. 
 

 
Specificity: It is algorithm/model's ability to classify a true negative of each category available. 
The Fig. 2 (a) shows the confusion matrix for presented approach and 2(b) shows the confusion 
matrix for COBEC approach. 

 
 
 

 
 
 
 
 
The Fig. 3 shows the output screen of implemented Context aware extraction of concepts from 
unstructured data. 

(a) 

(b) 
Fig. 2: Confusion Matrix for (a) Presented 

Matrix and (b) COBEC Approach 
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The table 1 shows the performance evaluation of SemEval2010 dataset. 
 
 
 
Methods F1-score Precision Recall 
KCFA 0.9051 1 0.8627 
Presented 
Context 
aware 
extraction 
of concepts 
from 
unstructured 
data using 
ML 
algorithms 

 
 
0.9248 

 
 
1 

 
 
0.8863 

Compared to KCFA, presented approach has better results in terms of precision, recall and F1-
score. The Fig. 4 shows the performance metrics comparison. 

 
 Fig. 4: SemEval2010 dataset performance 

metrics comparison 

Table 1: Performance Evaluation on 
SemEval2010 dataset 

Fig. 3: Output Screen 
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In Fig. 2 the x-axis as well as y-axis indicates different methods and performance rate 
respectively. Presented approach using SemEval 2010 dataset has high performance than 
KCFA approach. The table 2 represents the performance metrics evaluation on Wiki20 dataset. 
 
 
 
Methods Precision Recall F1-

score 
KCFA 1 0.443

7 
0.614
6 

Presented 
approach 
using 
Wiki20 
dataset 

 
 
1 

 
 
0.865
2 

 
 
0.834
7 

Presented approach using Wiki20 dataset has better results in terms of precision, recall and F1-
score than KCFA. The Fig. 5 shows the performance metrics comparison using Wiki20 dataset. 
 

 
 
 
 
Compared to KCFA, presented approach using Wiki20 dataset has better recall, better F1-score 
and equal precision. The Table 3 represents the performance evaluation on PubMed dataset. 
 
 
 
 
Methods Precision Recall F1-

score 
KCFA 1 0.3529 0.5217 
Presented 
Context 

 
 

 
 

 
 

Table 2: Performance Evaluation on Wiki20 
dataset 

 

Fig. 5: Wiki20 dataset performance metrics 
comparison 

 

Table 3: Performance Evaluation on PubMed 
dataset 
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aware 
extraction 
of concepts 
from 
unstructured 
data using 
ML 
algorithms 

 
1 

 
0.8652 

 
0.8347 

The performance evaluation of presented approach on PubMed dataset has high recall, high f1-
score than KCFA. The Fig. 6 shows the graphical representation. 

 
 
 
 
The table 4 indicates the performance of KCFA and Presented approach using different datasets 
like Nguyen2007, Theses100 and Krapivin2009. 
 
 
Methods Nguyen2

007 
These
s100 

Krapivin
2009 

KCFA 0.8895 0.6233 0.8937 
Presented  

0.9247 
 
0.8546 

 
0.9262 

Presented approach using Krapivin2009 dataset has high F1-score. The performance 
comparison of three different datasets is shown in below Fig. 7. 
 

 

Fig. 6: PubMed dataset performance metrics 
comparison 

 

Table 4: F1-Score comparison 
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The table 5 represents the recall performance of KCFA and presented approaches using 
Nguyen2007, Theses100 and Krapivin2009 datasets. 
 
 
 
Methods Nguyen2007 Theses100 Krapivin2009 
KCFA 0.801 0.4528 0.8078 
Presented  

0.9126 
 
0.8612 

 
0.8463 

Presented approach has high recall using Nguyen2007 dataset while the KCFA approach has 
high recall using krapivin2009. The fig. 8 shows the graphical representation of recall 
performance comparison. 
 

 
 
 
Presented approach with Nguyen2007 dataset has high recall than KCFA with Nguyen2007 
dataset. The theses100 and karipivin2009 datasets also has better recall for presented approach. 
The table 6 shows the Macro-averaged recall comparison between different datasets using 
different approaches. 
 
 
 
Datasets COBEC 

(1) 
COBEC 
(2) 

COBEC 
-T(1) 

COBEC 
-T(2) 

Presented 

SemEval 0.164 0.127 0.14 0.098 0.6964 
DM 0.232 0.249 0.198 0.21 0.6722 
Wiki20 0.125 0.138 0.122 0.135 0.706 
OS 0.302 0.348 0.209 0.255 0.6444 
DB 0.272 0.342 0.253 0.313 0.68888 
Theses100 0.097 0.192 0.082 0.166 0.7325 
Nguyen2007 0.204 0.257 0.191 0.238 0.6718 

Table 5: Recall Performance Comparison 

Fig. 7: Comparison Graph for F1-score 

Fig. 8: Comparison Graph for Recall 
 

Table 6: Comparison of Macro-averaged Recall 
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The theses100 dataset has high macro-averaged recall among other datasets (SemEval, DM, 
Wike20, OS, DB and Nguyen2007) for presented approach. The Fig. 9 shows the recall 
performance comparison of different approaches using different datasets. 
 

 
 
 
The table 7 represents the macro-averaged precision performance evaluation. 
 
 
 
Datasets COBEC 

(1) 
COBEC 
(2) 

COBEC 
-T(1) 

COBEC 
-T(2) 

Presented 

SemEval 0.094 0.164 0.102 0.078 0.673 
DM 0.373 0.393 0.32 0.333 0.645 
Wiki20 0.273 0.306 0.266 0.3 0.772 
OS 0.866 0.943 0.6 0.733 0.976 
DB 0.265 0.314 0.248 0.285 0.667 
Theses100 0.087 0.133 0.083 0.12 0.692 
Nguyen2007 0.0264 0.234 0.243 0.213 0.647 

Compared to different datasets, The OS dataset has high precision for presented approach. The 
Fig. 10 shows the graphical representation of Macro-averaged precision. 

 
 
 

Fig. 9: Comparison graph for Macro-averaged 
Recall 

Table 7: Comparison of Macro-averaged 
Precision 

 

Fig. 10: Comparison graph for Macro-
averaged Precision 

 



CONTEXT AWARE EXTRACTION OF CONCEPTS FROM UNSTRUCTURED DATA USING MACHINE 
LEARNING ALGORITHMS 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      40 
 

The OS dataset has better precision for all approaches and in addition it has high precision for 
presented approach. The Table 8 compares the Macro-averaged F1-score of different datasets 
for different approaches.  
 
 
 
Datasets COBEC 

(1) 
COBEC 
(2) 

COBEC-
T (1) 

COBEC-
T (2) 

Presented 

SemEval 0.124 0.132 0.094 0.1 0.7786 
DM 0.288 0.307 0.242 0.254 0.734 
Wiki20 0.174 0.197 0.166 0.184 0.6578 
OS 0.448 0.51 0.31 0.38 0.7534 
DB 0.263 0.321 0.244 0.293 0.7243 
Theses100 0.0906 0.123 0.078 0.093 0.695 
Nguyen2007 0.209 0.227 0.196 0.212 0.693 

Among these datasets, the SemEval dataset has high macro-averaged F1-score for presented 
approach. The Fig. 11 shows the comparison graph for macro-averaged F1-score. 

 
 
 
The SemEval dataset has high Macro-averaged F1-score than other datasets. The Fig. 12 shows 
the ROC (Receiver Operating Characteristics) curve comparison between COBEC and 
Presented Context aware extraction of concepts from unstructured data using Machine 
Learning algorithms. 

Table 8: Comparison of Macro-averaged F1-
score 

Fig. 11: Comparison graph for Macro-
averaged F1-Score 
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In fig. 12, the red color curve line indicates the ROC of COBEC approach whereas Blue colour 
line indicates the ROC of presented approach. Compared to COBEC approach, presented 
Context aware extraction of concepts from unstructured data using Machine Learning 
algorithms has better ROC. The Fig. 3 shows the performance comparison regarding Accuracy, 
Kappa Coefficient, Sensitivity, Specificity and Macro F1-score. 
 

 
 
 
 
In fig. 13 the blue colour indicates presented Context aware extraction of concepts from 
unstructured data using Machine Learning algorithms approach and red colour indicates 
COBEC Approach. The Context aware extraction of concepts from unstructured data using 
Machine Learning algorithms has high accuracy, Kappa Coefficient, Sensitivity, Specificity 
and Macro F1-score than COBEC Approach. 
 

Fig. 12: ROC curve 

Fig. 13: Performance Comparison between 
COBEC and Presented Approach 
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V. CONCLUSION 
In this work, Context aware extraction of concepts from unstructured data using Machine 
Learning algorithms is presented. In this analysis, different datasets namely SemEval2010, 
Wiki20 and Pubmed datasets are used.  In this approach, .phd files are taken as the input. The 
unstructured text documents are pre-processed to remove the unnecessary data and to clean the 
data. Textured Context Pattern (TCP) system with Lexical Subgroup (LS) method is used for 
finding the relevancy between feature of query document and from complete dataset. CCNN 
is used for finding matching feature for the classification of documents. Feature database 
creates the subfolder to store the classification results. This approach has classified different 
PHD documents and their domains where they belong to. The evaluation of presented method 
is measured in terms of Precision, Recall and F1-score. Different datasets are used to 
investigate the performance of presented approach. The performance of presented approach is 
compared with three datasets namely SemEval2010, Wiki20 and Pubmed datasets, however 
better results are achieved through SemEval 2010 dataset. In addition Macro-averaged of F1-
Score, recall and precision are investigated with different methods. Nguyen2007 dataset has 
high recall, theses100 dataset has high macro-averaged recall and OS dataset has high macro-
averaged precision. 
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