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ABSTRACRT 

Based on the research into computational learning theory and pattern recognition, a new subject 
of computer science was born: machine learning. Continued usage of the Capital Asset Pricing 
Model (CAPM) based on information from the US equities markets allows for accurate price 
projections. Training on time series data for the whole stock universe and external 
macroeconomic factors allows the applicable Machine Learning models to significantly 
outperform the CAPM on out-of-sample (OOS) test data. Scores for categorization models 
varied widely; among the machine and deep learning models examined, the long short-term 
memory (LSTM) model showed greater accuracy. In most directional evaluation indicators, 
the experimental results show that traditional ML algorithms perform better. Furthermore, all 
ML algorithms are vulnerable to fluctuations in transaction cost, which can negatively affect 
trading performance. Yet, the effects of both explicit and implicit transaction costs on market 
activity are distinct. This research is important because it allows us to determine which 
algorithm is most lucrative across various markets. 
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INTRODUCTION 

Based on the research into computational learning theory and pattern recognition, a new subject 
of computer science was born: machine learning. Researchers in the field of machine learning 
focus on developing and studying algorithms with the ability to "learn" from and make 
predictions based on previously collected data. These algorithms, rather than blindly executing 
a set of predetermined steps, take data as input and use it to make inferences or decisions. 
Machine learning has numerous parallels and overlaps with computational statistics, another 
discipline that emphasizes prediction. Mathematical optimization is a close relative that 
supplies the discipline with tools, concepts, and areas of study. Machine learning is used in 
place of explicit algorithms when such cannot be easily developed or written. Several common 
uses include spam filters, OCR, search engines, and computer vision. Despite the latter's 
stronger focus on exploratory data processing, data mining and machine learning are often 
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conflated. "May be considered as two sides of the same subject," the authors write of pattern 
recognition and machine learning. 

Predicting and projecting asset prices on global financial markets continues to be one of the 
most challenging and exciting topics in quantitative finance, both for academics and 
professionals. Researchers and investment organizations focus on computer science 
approaches, because of the exponential increase in computer power and data, several new 
professions are emerging, most notably data science, artificial intelligence (AI), and machine 
learning (ML). More than 2.5 quintillion bytes of data are created and collected daily by 
humans. It is anticipated that by 2020, More than 90% of all data ever produced by humans 
will have been created in the previous few years, which is more than 40 Zettabytes. 

Since the inception of the capital markets, investors have looked for ways to gain an advantage 
over their competitors. One area that has always piqued investor attention is the capacity to 
accurately predict time series. Fast and effective decision-making are more crucial than ever 
because of the expansion of data sources available and the growing interconnection of 
investors. Using noisy, non-stationary data, approximating non-linear functions, and spotting 
latent patterns in datasets are all possible with machine learning techniques. 

We choose to utilize an objective approach to find those horizons that best describe investors' 
buy or sell operations in order to allay potential concerns caused by the analyst's subjective 
judgements as well as to prevent dismissing a potentially significant predictor. We do this by 
utilizing an elastic net technique, a reliable feature selection method that was taken from the 
literature on machine learning. The elastic net's main advantages are its straightforward loss 
function, which is similar to a regression, and its robustness in preventing overfitting by 
employing an ideal convex mix of the Lasso and Ridge regularization techniques. Overfitting 
can happen when an algorithm learns the dynamics of the target variable and performs very 
well on the training dataset but poorly on other datasets in terms of predictability. For 
researchers, assessing the likelihood of overfitting is crucial because it could damage the 
model. We are aware that our approach attempts to mitigate some of the risks associated with 
overfitting. Large weights in the model are penalized by the Ridge and Lasso algorithms. They 
are able to alleviate worries about overfitting because they tend to lessen the model's 
complexity. 

2. SYSTEM PRINCIPLE  

2.1 Machine Learning 

Essentially, the goal of machine learning is to derive insights from datasets (Kubat, 2017, p. 
1). The majority of current stock market forecasting applications of machine learning make use 
of supervised learning. the whole process of using supervised learning for stock market 
forecasting. Initially, you'll need to choose a time period for which to analyze data and/or 
information. If you're facing a classification difficulty, you either know or can reasonably guess 
the target class. Pre-processing is the first step, and it entails preparing the associated data by, 
for example, eliminating any out-of-context or unnecessary information. Next, the underlying 
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time-series data, such the closing price information, may be used to derive technical 
indications. Scaling and dimensionality reductions are used to the cleaned data, which may 
include technical indications, in order to get important variables and filter out irrelevant ones. 
Predictive accuracy is typically improved by using preprocessed data (Chen et al., 2019).  

Authors suggested use deep learning architectures like CNN and RNN to further improve this 
method. Derivative characteristics, such as a set of technical indicators, may be obtained from 
the smoothed stock data. They found that a decision-tree-based ensemble machine learning 
algorithm called XGBoost performed much better than the standard non-ensemble learning 
method. This algorithm's reliability is measured by calculating its predictive accuracy, which 
may be done by calculating the receiver operating characteristic (ROC) curve and the area 
under the ROC curve. A random forest classifier was developed (Khaidem et al., 2016) using 
technical indicators generated from stock data. A number of characteristics, including 
accuracy, precision, recall, and specificity, are computed in order to assess how resilient the 
model is at predicting changes in stock price. In order to assess the model, ROC curves were 
also plotted and looked at. Prediction accuracy for the selected data was found to be between 
85% and 90%, which is extremely good. An SVM, a kind of classic machine learning model, 
was fitted to feature data produced from price volatility, price momentum, sector volatility, and 
other factors, who discovered that the fitted model showed no signs of over-fitting. 

Many different machine learning methods have been proposed for use in forecasting the stock 
market. Among these, the most often used are artificial neural networks (ANNs) (Nermend & 
Alsakaa, 2017;) and support vector machines (SVMs) and its derivatives (Ebrahimpour et al., 
2011; Pan et al., 2017). There is a wealth of research covering fuzzy theory-based stock market 
forecasting models due to the widespread use of intelligent systems in fuzzy theory for handling 
data uncertainty. Other types of fuzzy models include the Takagi-Sugeno-Kang (TSK) type 
and fuzzy time-series (Cagcag Yolcu & Alpaslan, 2018; Wei et al., 2011) models (Pal & Kar, 
2019). 

2.2 Deep Learning 

Used historical stock market data and pertinent news sentiments to build an AI framework 
predominantly made up of RNN, feed-forward neural network (FFNN), support-vector 
regression (SVR), and SVM for directional prediction of stock price movements. The authors 
discovered that SVM had the highest directional prediction accuracy. The authors 
recommended including additional significant factors like technical indicators or pertinent 
news (Moukalled et al. 2019). 

Implemented intraday trend forecasting of the S&P 500 Index using deep learning algorithms 
using a data set consisting of technical indicators and titles of financial news articles. The RNN 
and CNN architectures were implemented by the authors to carry out conventional natural 
language processing (NLP) tasks. Input layer, recurrent layer, convolution layer, and output 
layer are the four phases that make up the model's architecture. The outcomes showed that 
RNN performs better for stock market forecasting when choosing context information and 
modeling complicated temporal characteristics. The outcomes also showed that when it came 
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to extracting textual semantics, CNN performed better than RNN. The model was trained and 
tested on stock-trading simulations by the authors using reinforcement learning techniques 
(Vargas et al., 2017). 

We compared the results of using reinforcement learning algorithms for asset allocation in US 
Equities with those of using more traditional portfolio management strategies, such as mean-
variance, minimum-variance, risk-parity, and equally weighted, using a variety of learning 
architectures, including long short-term memory (LSTM) networks, convolutional neural 
networks (CNN), and recurrent neural networks (RNN) (Noguer I Alonso and Srivastava 
2020). When tested with a simple reward function and a stock price time series, deep 
reinforcement learning was shown to be superior to more traditional methods. Among the 
models we looked at, CNN without turnover control had the highest returns after accounting 
for costs. In the future, researchers might examine how different incentive structures, 
reinforcement learning paradigms, and diversity play a role in this context. The role of 
exogenous variables and the use of technical indicators are also crucial factors to think about. 

Used 10 technical indicators to anticipate stock market movements using a variety of machine 
and deep learning algorithms, including LSTM, a variation of RNN (Nabipour et al. 2020). In 
this research, LSTM performed much better than the other machine learning models analyzed. 
Shyam and Vinayak (2020) used the LSTM model with ReLU in the hidden layer and Sigmoid 
activation function in the output layer to analyze the open, close, high, and low price and 
volume of Google and Amazon. Together, dropout for overfitting prevention and RMS prop as 
optimizer were utilized by the authors. The findings showed that Amazon and Google had 
lowest losses of 0.00085 and 0.0018, respectively. Overall, Amazon has a 52.23 percent 
accuracy, while Google has an 89.44 percent accuracy. 

2.3 Reinforcement Learning 

Employed reinforcement learning using conventional time-series stock price data and news 
headline feelings as input. Because there is a dearth of label data in the financial market, 
reinforcement learning may outperform supervised and unsupervised methods (Nan et al. 
2020). This is further supported by the fact that, in reinforcement learning, the algorithm itself 
learns and generates a set of rules based on feature data. The authors examined two approaches, 
one using an agent given sentiment data and the other using an agent given no sentiment data. 
The findings reveal that the Sharpe ratio is much higher for a sentiment-informed AI than for 
one without such data. This study demonstrates the value of news emotion and reinforcement 
learning in forecasting stock trends on the stock market. Using actual stock data, we built a 
deep reinforcement learning model and compared it to a state-of-the-art supervised deep 
learning forecasting model. Given the intricacy of the stock market, the author feels the 
reinforcement learning model has huge potential to provide stock trading signals (Dang 2019). 
The results showed that Q-learning-based reinforcement learning model variations might 
provide a lucrative trading signal with as few as a few hundred data points. 

Conducted a study of numerous studies on reinforcement learning and used prices, volumes, 
technical indicators, economic indicators, and correlation coefficients are all examples of 
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output variables that use historical data as input variables (Meng and Khushi 2019). According 
to several research findings, when reinforcement learning is used appropriately, performance 
can significantly outperform baseline models, especially whether the success of a trade is 
measured by how well it makes money or how well it anticipates future trends. According to 
the results of earlier studies, reinforcement learning failed to perform well when there was a 
substantial price difference between the training and testing data. The authors provided a 
plausible justification, arguing that since frequent trading of illiquid assets resulted in high 
transaction costs and decreased profitability because liquidity plays a crucial role in 
profitability and reinforcing. 

3. OPERATION MODE 

We undertake a thorough empirical examination of 782 publicly listed U.S. stocks that have 
existed and endured throughout a 30-year period between 1983 and the beginning of 2019 and 
are currently available on the Wharton Research Data Services (WRDS) cloud [18]. The study 
compares the CAPM with the Machine Learning techniques provided in Table 1 to estimate 
the annual returns of this stock universe. All data was retrieved with the help of the WRDS. 
The WRDS cloud was scraped for information by means of the CRSP and S&P Global Market 
Intelligence Compustat databases. Data was gathered on asset prices on a monthly and annual 
basis, as well as on macroeconomic indicators and accounting financial statements [19]. A 
sampling of the macroeconomic time series features for the United States is shown in Figure 
1, including monthly data on the GDP, bond rates, and consumer price indices. 

 

FIGURE 1: EXAMPLE MACROECONOMIC TIME-SERIES DATA USED IN 
MACHINE LEARNING MODELS 

 

Proprietary python software was built on top of the official WRDS python APIs to automate 
the extraction and translation of asset price data, as well as the training and testing of Machine 
Learning and CAPM models to provide reproducible outcomes. In accordance with, we apply 
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the CAPM model expressed in equation 1 to a value-weighted (VW) U.S. the S&P 500 index 
instead of an equally weighted (EW) index to characterize the market portfolio. Ten-year U.S. 
government bonds were used to estimate the risk-free rate. yields on U.S. Treasuries derived 
from studies of CAPM's performance using real-world market data. In addition, a time horizon 
of three to eight years is recommended for estimating the asset's beta; this is the period of time 
during which we calculated historical returns. 4. The annualised average rate of return using 
monthly returns 5 data throughout the three-year time period was computed using basic 
arithmetic as opposed to the geometric mean, based on the literature. The next step in 
developing our machine learning models is to collect the data needed for the training and testing 
sets referenced. Machine learning researchers refer to problems with time series as "feature 
leakage," while financial and economics researchers use the term "look-ahead bias," therefore 
it's important to keep the training and test data in chronological order. Assuming we keep the 
temporal order of our time series data, the standard approach in the literature is to do an OOS 
(out-of-sample) assessment, in which a sub-sample at the end of the time series is held out for 
validation. Sequential evaluation will be used to define this kind of verification. 

New varieties of blocked cross-validation have been developed by academics in recent years, 
and they have been used particularly to time-series problems in order to create robust models 
that do not over-fit datasets. Since Heston and Sadka have shown the seasonality of yearly 
returns on foreign equities, these innovative methodologies for evaluating time series 
predictions may be of significant interest to practitioners and industrial researchers. Since 
recent empirical research by Cerqueira et al. and Mozetic et al. did not demonstrate a major 
improvement of these novel cross-validation procedures for non-stationary time series data, a 
standard sequential evaluation methodology was applied in this situation. Near the conclusion 
of the time series, over 30% of the data was held back for testing; this represents about 6 years 
of unobserved data from 2012 to 2018. The final training and test data sets for the Machine 
Learning model includes around 200 variables linked to business financial performance and 
exogenous U.S. macroeconomic indices for the three years preceding to the forecast year. 

4. ML ALGORITHMS  

4.1 ML Algorithms and Teir Parameter Settings. 

The goal of a ML algorithm is to accurately classify dataset D's class labels. In this paper, we 
will use twelve different ML models as classifiers to anticipate stock price swings: six classic 
ML models (LR, SVM, CART, RF, BN, and XGB) and six deep neural network models (MLP, 
DBN, SAE, RNN, LSTM, and GRU). Tables 1 and 2 display the primary model parameters 
and training parameters of these ML learning algorithms, respectively. Tables 1 and 2 contain 
feature and class labels formatted to be read by a variety of ML algorithms written in R. A 
matrix with m rows and n columns is represented by Matrix (m, n); a tensor is represented by 
Array (p, m, n), where each layer of the tensor is a Matrix (m, n) and the height of the tensor is 
p; and a vector is represented by c (h1, h2, h3,...), where the length of the vector is the number 
of hidden layers and the I Each WFA round in the experiment uses data from the previous 250 
trading days as training samples, and n=44 indicates that each day's data consists of 44 features. 
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See Table 2 for the predetermined settings for DNN model parameters like activation function, 
learning rate, batch size, and epoch used by the corresponding R programs' algorithms.  

4.2 WFA Method.  

WFA is an effective form of rolling exercise. Instead of using historical data, we only use the 
most recent data to train the model, and then use that model to make predictions for data that 
isn't part of the training set (the testing dataset) in the future. After that, training for the next 
round is carried out using a new training set, which is the previous training set walked forward 
one step. When applied to real-time trading, WFA can strengthen the trading strategy's 
reliability and user faith. Predictions of future trends in stock prices are used as trading signals 
in this paper by employing ML algorithms and the WFA technique. The previous 250 days' 
worth of data (an entire year's worth) serves as the training set, while the upcoming 5 days' 
worth of data (a full week's worth) serves as the test set in each stage. Because there are 2,000 
days of trading data per stock, it takes (2000-250)/5 = 350 training sessions to generate 1,750 
predictions, or trading signals, for a daily trading strategy.  

4.3 The Algorithm Design of Trading Signal.  

Here, we use ML algorithms as classifiers to daily stock price data from SPICS and CSICS, 
and utilize the resulting trading signals to make profitable investments. Each ML algorithm is 
trained using the WFA technique. 

Table 1: Main parameter settings of traditional ML algorithms 

 

Table 2: Main parameter settings of DNN algorithms 

 

5. THEORETICAL CALCULATION AND ANALYSIS 

We utilized the Mean Squared Error as the performance metric (MSE). Using the MSE-
determined real return r and the expected return y, the following definitions apply; 
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The results of the model are summarised in Table 3. Based on the results, it's clear that machine 
learning approaches are much superior to the more conventional Capital Asset Pricing Model. 
This demonstrates the efficacy and versatility of machine learning methods in economic and 
financial market predictions. Both the neural network and the gradient boosting tree models 
behaved as expected [24]. Since the Deep FNN did better than the Shallow FNN, it follows 
that, it's possible that future research will examine convolutional neural network and recurrent 
neural network structures. As computing power, data availability, and scientific innovation all 
rise, new model structures and algorithms will be developed, allowing the performance of these 
models to improve over time.  

TABLE 3: MODEL RESULTS 

 

6. THE IMPACT OF TRANSACTION COST ON PERFORMANCE OF ML 
ALGORITHMS  

A stock trading strategy's profitability may be impacted by trading costs. What may be 
disregarded in long-term tactics due to low transaction costs is greatly exacerbated in day 
trading. However, a common assumption in research on algorithmic trading is that transaction 
costs are irrelevant. Although textbooks may portray a perfect market, transaction costs and 
other real-world frictions might skew it. Commissions, exchange fees, and taxes that are 
disclosed in advance are examples of transparent costs. Implicit costs consist of the bid-ask 
spread, delay or slippage, and the accompanying market effect that must be anticipated. This 
section examines the impact of both explicit and implicit costs on trading performance on a 
day-to-day basis.  

6.1 Experimental Settings and Back testing Algorithm.  

Here, we simplify things by calculating the visible transaction cost as a percentage of 
transaction volume; calculating the implicit transaction cost is far more involved because of 
the need to account for the unpredictability of the market environment and stock prices. As a 
result, we focus only on how slippage affects trading results. 

The structure of transaction fees for American equities is similar to that of Chinese A-shares. 
The proportion of sales we use to estimate the transparent transaction cost is between 0.2% and 
0.5% and between 0.2% and 0.5% in the literature. Calculating slippage is handled differently. 
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The slippage is set to 0.02 in Join Quant and Abuquant, two examples of quantitative trading 
simulation software. When buying and selling, both parties are subject to the visible transaction 
cost and the implicit transaction cost. It's important to remember that the implicit transaction 
cost is connected to market liquidity, market information, network condition, trading software, 
etc., while the transparent transaction cost differs with the various brokers. 

6.2 Analysis of Impact of Transaction Cost on the Trading Performance of SPICS.  

Cost per trade is a major factor in overall trading success. Transparent transaction costs in US 
stock trading can be assessed either as a flat rate per order or per month, or as a variable rate 
depending on the size and frequency of trades. Customers can sometimes negotiate with 
brokers to arrive at a mutually agreeable price for a transaction. Costs associated with 
completing a trade can vary considerably between brokers. Moreover, implicit transaction costs 
are difficult to predict and estimate. Since this makes calculations easier, we will treat this 
percentage of sales as the open transaction cost. Specifically, we focus on the effect slippage 
has on trading performance as an implicit transaction cost. 

5. CONCLUSION 

Machine learning has numerous parallels and overlaps with computational statistics, another 
discipline that emphasizes prediction. Daily, people generate and amass more than 2.5 
quintillion bytes of data. Using noisy, non-stationary data, approximating non-linear functions, 
and spotting latent patterns in datasets are all possible with machine learning techniques. We 
are aware that our approach attempts to mitigate some of the risks associated with overfitting. 
The outcomes illustrated the effectiveness and strength of machine learning approaches in 
predicting annual returns. Unlike traditional finance theories like the CAPM, the Machine 
Learning algorithms may include over 200 time series factors into their predictions of return 
for each target U.S. equities. Future studies may be conducted from the following angles, all 
made possible by the quickening pace of ML development and the easy availability of financial 
big data: (3) taking into account the influence of more sophisticated implicit transaction cost, 
such opportunity cost and market impact cost, on stock trading performance via the use of ML 
algorithms to design dynamic optimum portfolios across various companies. 
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