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Abstract: Intelligent transportation systems rely on smart vehicles equipped with various 
sensing devices to offer a range of multimedia applications and services for driving assistance, 
traffic congestion information, weather forecasting, road safety alarms, and entertainment and 
comfort-related features. However, the large amount of multimedia-related data produced by 
these vehicles cannot be handled by standalone onboard computing devices due to their limited 
computational power and storage capacity. As a result, changes in the networking and 
computing models are required to support these multimedia applications and services. Cloud 
computing has emerged as a promising computing paradigm for integrating vehicles with the 
cloud. However, challenges related to multimedia content processing, such as resource cost, 
fast service response time, and quality of experience, can significantly impact vehicular 
communication performance. To address these challenges, we propose an efficient resource 
allocation and computation framework for vehicular multimedia cloud computing. The 
proposed scheme's performance is evaluated using the Cloudsim simulator in terms of quality 
of experience, service response time, and resource cost. 
Keywords: Intelligent transportation system, smart vehicles, efficient resource allocation, and 
cloud computing. 
 
INTRODUCTION 
1.1 Introduction 
The Dynamic Priority-based Efficient Resource Allocation and Computing Framework for 
Vehicular Multimedia Cloud Computing is a proposed approach for efficiently allocating 
resources in vehicular multimedia cloud computing environments. The approach is designed 
to provide dynamic allocation of resources based on the priority of multimedia applications 
running on the cloud. 
The framework involves several key components, including a resource allocation module, a 
priority-based scheduling module, a load balancing module, and a quality of service (QoS) 
monitoring module. The resource allocation module is responsible for allocating resources to 
the various multimedia applications running on the cloud, based on their priority levels. The 
priority-based scheduling module ensures that higher priority applications are given 
preferential treatment when resources are allocated, while the load balancing module helps 
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distribute the workload evenly across the cloud computing environment. The QoS monitoring 
module is used to monitor the performance of the multimedia applications and ensure that the 
required QoS levels are met. 
The proposed approach also includes a mathematical model for resource allocation, which 
takes into account the priority levels of the multimedia applications, the available resources in 
the cloud, and the QoS requirements of the applications. The mathematical model uses an 
optimization algorithm to allocate resources in a way that maximizes the overall QoS of the 
multimedia applications running on the cloud. The Dynamic Priority-based Efficient Resource 
Allocation and Computing Framework for Vehicular Multimedia Cloud Computing is designed 
to improve the efficiency of resource allocation in vehicular multimedia cloud computing 
environments, while ensuring that the QoS requirements of the multimedia applications are 
met. 
1.2 Motivation 
Collaboration between the automobile industry and academia has led to the development of 
autonomous vehicles, which require a fast internet connection to function. These vehicles are 
equipped with various sensors that capture high-resolution images and videos, and process 
large amounts of sensory data to ensure a safe and comfortable driving experience. They also 
rely on roadside infrastructure to exchange information such as traffic load, road safety, and 
map location, in addition to offering features like automatic parking, cooperative driving, and 
driver assistance. However, due to limited storage and computational capabilities, processing 
this massive amount of multimedia data on onboard devices is not feasible. Additionally, 
intermittent connectivity, short radio communication range, bandwidth limitations, and high 
mobility pose significant challenges. Cloud computing provides an emerging solution to 
process large amounts of data quickly and efficiently, without the need for hardware 
installation, at a low cost.  
1.3 Problem definition: 
The integration of cloud computing (CC) with smart vehicles is an effective way to enhance 
accessibility to multimedia services and inspire potential applications and research topics. 
However, conventional CC is not suitable for delay-sensitive and critical multimedia-related 
applications and services. To handle such challenges, multimedia cloud computing (MCC) is 
introduced, which focuses on providing required quality of service (QoS) to multimedia 
applications. Processing multimedia data in vehicular networks is critical and challenging, as 
it requires fast processing and on-time response at reduced cost. For example, disseminating 
information regarding bad weather conditions or accidents in real-time is essential to prevent 
accidents and save lives. This project proposes a Dynamic Priority-based Efficient Resource 
Allocation and Computing (DP-ERACOM) scheme to process delay-sensitive multimedia-
related computations (e.g., video and image data) for vehicular networks at a reduced cost 
based on multimedia task priority. The DP-ERACOM scheme divides each multimedia task 
into four sub-tasks and dynamically allocates MCC resources accordingly.  
I. RELATED WORK 
Internet of vehicles: From intelligent grid to autonomous cars and vehicular clouds  
AUTHORS: M. Gerla, E.K. Lee, G. Pau, U. Lee  
This literature review discusses the evolution of vehicles from being controlled by drivers to 
becoming a sensor platform that can communicate with other vehicles and infrastructure. The 
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authors propose that the next step in this evolution is the Internet of Autonomous Vehicles, 
where vehicles can make their own decisions about driving customers to their destinations. 
They suggest that the concept of a vehicular fog, which is an instantaneous cloud for vehicles, 
could help facilitate this transition by providing all the services required by autonomous 
vehicles. The authors also discuss the potential for the Internet of Vehicles to have 
communications, storage, intelligence, and learning capabilities to anticipate customers' 
intentions. 
 
IMS cloud computing architecture for high-quality multimedia applications 
AUTHORS: J.L. Chen, S.L. Wuy, Y.T. Larosa, P.J. Yang, Y.F. Li 
The paper proposes a novel architecture for IP Multimedia Subsystem (IMS) with cloud 
computing for high-quality multimedia applications. The proposed architecture supports 
heterogeneous networking with Quality-of-Service (QoS) policies and uses MapReduce 
analysis to enhance cloud computing capabilities. The architecture enables users to access high-
quality multimedia applications through Android-based devices. The IMS QoS policies of three 
wireless access technologies, 3G, WiFi, and WiMAX, are integrated into a cloud computing 
environment to provide various services such as VoIP and video streaming services. The 
experimental results indicate that the proposed mechanism improves system performance by 
allocating resources based on service priority and significantly enhances system capacity to 
accommodate numerous users.  
 
Cloudmedia When cloud on demand meets video on demand  
AUTHORS: Y. Wu, C. Wu, B. Li, X. Qiu, F.C. Lau,  
The paper proposes a cloud computing architecture to support Video on Demand (VoD) 
applications, which have intensive bandwidth and storage demands in real time. The authors 
introduce a queuing network-based model to characterize the viewing behaviors of users in a 
multichannel VoD application, and derive the server capacities needed to support smooth 
playback in the channels for two popular streaming models: client-server and P2P. They also 
propose a dynamic cloud resource provisioning algorithm that can effectively support VoD 
streaming with low cloud utilization cost. The analysis and algorithm design are verified and 
extensively evaluated using large-scale experiments under dynamic realistic settings on a 
home-built cloud platform. The paper presents a practical solution to configure the cloud utility 
to meet the highly dynamic demands of large-scale applications such as VoD at a modest cost. 
 
Optimal resource allocation for multimedia cloud based on queuing model  
AUTHORS: X. Nan, Y. He, L. Guan  
The article discusses the challenges of multimedia cloud computing in terms of service 
response time and cost of cloud resources. The authors propose a queuing model for optimizing 
resource allocation in multimedia cloud computing, considering both single-class and multiple-
class service cases. The optimization problems are formulated and solved for minimizing 
response time and resource cost. Simulation results show that the proposed scheme can 
effectively utilize cloud resources to achieve minimal response time or minimal cost.  
 
 



DYNAMIC PRIORITY-BASED EFFICIENT RESOURCE ALLOCATION AND COMPUTING FRAMEWORK FOR VEHICULAR MULTIMEDIA 

CLOUD COMPUTING 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      3461 
 

Multimedia services in cloud-based vehicular networks  
AUTHORS: M.K. Jiau, S.C. Huang, J.N. Hwang, A.V. Vasilakos  
This literature review presents an overview of cloud computing and vehicular networks, and 
proposes an architecture for multimedia cloud computing to increase accessibility to 
multimedia services. The paper also addresses the taxonomy of cloud-based vehicular networks 
and identifies the main considerations and challenges for multimedia services in such networks. 
The authors propose potential research directions and evaluate the performance metrics of these 
researches. They also compare a proposed broadcast storm mitigation scheme for vehicular 
networks with two well-known schedulers, M-LWDF and EXP, and show that the proposed 
scheme performs much closer to the optimum. The paper concludes that integrating cloud 
computing and storage with vehicles can inspire myriad potential applications and research 
topics in the field. 
 

Reference Methodology Observation 
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resources to achieve minimal 
response time or minimal 
cost. 



DYNAMIC PRIORITY-BASED EFFICIENT RESOURCE ALLOCATION AND COMPUTING FRAMEWORK FOR VEHICULAR MULTIMEDIA 

CLOUD COMPUTING 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      3462 
 

Multimedia services in 
cloud-based vehicular 
networks 

AUTHORS:  M.K. Jiau, S.C. 
Huang, J.N. Hwang, A.V. 
Vasilakos 

This literature review 
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cloud computing and 
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multimedia cloud computing 
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This literature review 
discusses the evolution of 
vehicles from being 
controlled by drivers to 
becoming a sensor platform 
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other vehicles and 
infrastructure. 

The authors propose that the 
next step in this evolution is 
the Internet of Autonomous 
Vehicles, where vehicles can 
make their own decisions 
about driving customers to 
their destinations. 

 
II. PROPOSED SYSTEM 
This project focuses on proposing a dynamic priority-based resource allocation and computing 
architecture for vehicles to overcome challenges related to fast response time, quality of 
experience, and computing cost. Our proposed scheme divides multimedia tasks into four sub-
tasks and assigns them to appropriate dedicated computing clusters for processing. A priority 
non-preemptive queue is used to ensure timely response delivery to vehicular multimedia tasks 
with different priorities. Additionally, our scheme dynamically updates computing resources 
based on load information. The proposed scheme's performance is compared with a static 
resource allocation scheme and a baseline single cluster-based computing scheme using the 
Cloudsim simulator in terms of quality of experience, resource cost, and response time. 
 
The Components of Eucalyptus Architecture: 
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Fig1: Architecture of Proposed System 

 
III. STEPS FOR PROPOSED MODEL 
The proposed work involves three components.  
• Firstly, Vehicle Mobile Cloud Computing (VMCC) architecture is proposed which 
consists of a Request UNIT (RU) that accepts requests and sends them to the Load Manager 
(LM). The LM then assigns the request to a Computing Clustering Unit (CCU), which is further 
divided into four sub-clusters: Conversion Cluster, Extraction Cluster, Matching Cluster, and 
Reconstruct Cluster. The Conversion Cluster evaluates the load on each data center and 
converts the available data into an understandable language. The Extraction Cluster extracts 
available free data centers, and the Matching Cluster assigns the best matching data center to 
the request. The Reconstruct Cluster then reconstructs the data into its original form and sends 
it to the customers. 
 
• The second component is the MVCC Job Queue model, which manages the requests of 
the queues. The system works on a queue model, processing one request at a time. 
 
• The third component is Dynamic Resource Allocation, which helps the Matching 
Cluster to allocate resources dynamically to each incoming queue request. This ensures that 
the system can handle requests efficiently and effectively, with a focus on fast response time, 
guaranteed quality of experience, and minimum computing cost. Overall, this proposed work 
aims to address the challenges of multimedia content processing in the context of intelligent 
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transportation systems, by leveraging cloud computing and efficient resource allocation and 
management techniques. 
 
The proposed framework is designed to address the challenges of processing large amounts of 
multimedia content in intelligent transportation systems, where vehicles are equipped with 
multiple sensors and smart devices. Due to the limited storage, battery power, and computation 
capacity of on-board standalone computing devices, integration with multimedia cloud 
computing (MCC) is essential for fast and efficient computation of vehicular multimedia 
applications and services. 
 
The framework utilizes a dynamic priority-based approach for efficient resource allocation and 
computing, which divides multimedia tasks into sub-tasks and assigns them to dedicated 
computing clusters for processing. A priority non-preemptive queue ensures on-time delivery 
of responses to different vehicular multimedia tasks with varying priorities. The computing 
resources are dynamically updated based on load information, allowing for guaranteed quality 
of experience and minimum computing costs. 
 
The proposed framework is evaluated using Cloudsim simulator and compared with static 
resource allocation and baseline single cluster-based computing schemes in terms of QoE, 
resource cost, and response time. Simulation results demonstrate that the proposed framework 
outperforms the baseline single cluster-based computing and static resource allocation 
schemes. 
 
IV. RESULT AND DISCUSSION 
To run code double click on ‘run.bat’ file to get below screen 

 
To access the following screen, select option 0 to run the simulation with a single data center 
and then click the OK button: 
[Image or screenshot of the simulation screen with a single data center and one user/vehicle] 
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Click on the "Configure Simulation" button located on the left-hand side of the screen to 

access the following window, where you can create multiple data centers and users or 
vehicles. 

 
The above screen shows that there is only one user, UB1, in the top table, and only one data 
center in the bottom table. To create multiple users, click on the "Load configuration" button 

to access the next screen. 



DYNAMIC PRIORITY-BASED EFFICIENT RESOURCE ALLOCATION AND COMPUTING FRAMEWORK FOR VEHICULAR MULTIMEDIA 

CLOUD COMPUTING 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      3466 
 

 
After clicking on the "Load Configuration" button, select the "resource.sim" file and then 
click on the "Open" button to load all resources and get the screen shown below. You can 

find the "resource.sim" file inside the code folder. 

 
The displayed screen showcases the existence of various users and data centers, along with 

the required resources for each user and the available resources for each data center. By 
clicking on the "Data Center Configuration" tab and then selecting the "Done" button, 

additional details can be viewed on the screen below. 
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On the current screen, multiple users and data centers are visible. To initiate request 

processing, click on the "Run Simulation" button located on the left side of the screen. This 
action will lead to the display of the subsequent screen. 

 
The above screen depicts a scenario where every user, represented by a blue color, is sending 

requests to its respective data center. Upon running the simulation, detailed information 
regarding the request processing will be displayed on the subsequent screen. 
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The displayed screen presents information on the existing technique, revealing an overall 

response time of 71.51 milliseconds and a total power consumption of 1.92 joules. To view 
the cloud cost, one needs to scroll down on the same screen. 

 
Based on the previous screen, the total cost for cloud usage with the existing technique 

amounts to $4.08. To proceed with the simulation using the proposed scheme, double-click 
on the "run.bat" file again, which will lead to the subsequent screen. On this screen, select 

option 1 to initiate the simulation with the proposed scheme. 
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By selecting option 1 on the screen above and clicking the OK button, you will be directed to 

the screen below. 

 
To create multiple users and cloud DC's, you can click on the 'Configure Simulation' button 
and load the resources file again. This will allow you to set up the simulation by configuring 
the necessary parameters using the uploaded resources. 

 



DYNAMIC PRIORITY-BASED EFFICIENT RESOURCE ALLOCATION AND COMPUTING FRAMEWORK FOR VEHICULAR MULTIMEDIA 

CLOUD COMPUTING 

Journal of Data Acquisition and Processing Vol. 38 (1) 2023      3470 
 

To access the screen shown below, you need to select and upload the 'resource.sim' file. Once 
you have uploaded the file, click on the 'Open' button to load the resources, and the screen 

will be displayed. 

 
On the current screen, multiple users and cloud data centers are created. To send and process 
requests using the proposed scheme, click on the "Run Simulation" button, which will lead to 

the subsequent screen. 

 
On the above screen, users are observed sending requests to multiple data centers. After 

allocation using the proposed scheme, the subsequent results will be displayed on the screen. 
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The displayed screen shows that the proposed scheme has an average response time of 69.58 

milliseconds and a power consumption of 1.38 joules, which is lower than the existing 
technique. A lower response time signifies more efficient request processing and faster 

response generation. To view the cost details, one needs to scroll down on the same screen. 

 
To execute the code, the user needs to double click on the 'run.bat' file, which will display a 
window with various options. To run the simulation with a single data center, the user must 
select option 0 and click the 'OK' button, which will display a screen with a red-colored data 

center and a blue-colored user. If the user wants to create multiple data centers and users, 
they can click on the 'Configure Simulation' button, which will lead to a screen where they 

can load a configuration file to add more users and data centers. 
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After loading the configuration file, the user can see multiple users and data centers on the 
screen. They can then click on the 'Run Simulation' button to process requests, and the 
simulation will display the processing details. With the existing technique, the total response 
time is 71.51 milliseconds, and the total power consumed is 1.92 joules. The cloud cost for this 
simulation is $4.08. 
 
To run the simulation with the proposed scheme, the user needs to double click on the 'run.bat' 
file again and select option 1. After clicking 'OK', the user can configure the simulation to 
create multiple users and data centers, as before. The simulation will display the processing 
details with the proposed scheme, which shows an average response time of 69.58 milliseconds 
and power consumption of 1.38 joules, both of which are lower than the existing technique. 
The cloud cost for this simulation is $4.06, which is also less than the existing scheme. 
 
V. CONCLUSION 
By providing better QoE, faster response time, and lower resource cost. The proposed dynamic 
priority-based efficient resource allocation and computing architecture for vehicles effectively 
addresses the challenges of multimedia content processing in intelligent transportation systems 
by utilizing the power of cloud computing and optimizing the allocation of computing 
resources based on load information. This architecture can potentially enhance the performance 
of vehicular multimedia communication systems and provide better user experiences for 
drivers and passengers in smart vehicles.  
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