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Abstract— 
An area of machine learning (ML) called deep learning is used to tackle hard issues and find 
clever answers. Deep learning uses artificial neural networks (ANN) to examine data and 
generate predictions. Deep learning has made it possible to apply computer assisted 
technologies in the health sector. To anticipate and identify the illness. In this work, we provide 
a thorough analysis of deep learning algorithms and their application to the prediction and 
diagnosis of numerous diseases in the healthcare industry. 
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I. Introduction 

A subset of machine learning is thought to include all forms of deep learning (ML). Due to the 
fact that machine learning (ML) is an Artificial Intelligence (AI) technology, it has the capacity 
to learn and grow without being explicitly programmed. While deep learning deals with 
Artificial Neural Networks (ANN), which are taught to analyze, understand, and react to 
complex situations more quickly than humans, machine learning focuses on simple concepts. 
Speech recognition, image categorization, and language translation were made easier by deep 
learning. It can be utilized to resolve any form of pattern recognition issue without the need for 
human intervention. 
ANN is made up of multiple layers, each of which is capable of performing complicated 
operations like representation and abstraction that allow it to understand text, pictures, and 
sound. 

II. Deep Learning Overview 

Similar to how neurons make up the human brain, layers of nodes make up neural networks. 
Each layer's nodes are connected to those in the layer below it. The depth of the network is 
measured by the number of layers. The human brain's neuron receives many impulses from 
other neurons. Similar to an ANN, signal travels between nodes and corresponding nodes are 
given weights. A node with higher weights will have a greater impact on nodes in the layer 
below it. The output is produced after compiling the weighted input. 
Deep learning systems can analyze enormous amounts of data and produce accurate results. 
Artificial neural networks analyze input data by answering a series of binary true or false 
questions that call for incredibly abstract mathematical formulae. For instance, a facial 
recognition algorithm can be trained to recognize edges and lines of faces, then progress to 
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learning to recognize more crucial features of the faces, and finally faces as a whole. Similar 
to how it trains itself at each stage, the programme increases the probability of accurate 
responses. In this instance, facial recognition software has gotten better over time in correctly 
identifying faces. 
Deep learning systems demand powerful hardware since they handle a large amount of data 
and carry out several intricate mathematical operations. 

III. Deep Learning Algorithms 

Deep learning techniques rely on artificial neural networks (ANNs), which mimic how the 
brain processes information, even if they also use self-learning representations. During 
training, algorithms employ unidentified components in the input distribution to extract 
properties, organize objects, and identify relevant data patterns. Using the method, this occurs 
at several phases, much like instructing robots for self-learning. 
Both supervised and unsupervised learning are frequently utilized in various applications. In 
supervised learning, the algorithm analyses the training set to provide an estimated function 
that can be applied to fresh data. Unsupervised algorithms draw conclusions from the data 
itself, grouping or summarizing it so that we can base decisions on that information. 
 
Huge volumes of data are generated every day in our digital age via technologies like social 
media, IoT, cloud computing, etc. It is possible to find representations in contemporary learning 
techniques that are used to automatically extract thoughts from factual data[1]. Deep learning 
algorithms are an example of representations of learning techniques that transform unprocessed 
input data into more complex features that allow the identification of novel patterns [2]. 
Several algorithms are used by deep learning models. It's critical to have in-depth 
understanding of all Deep learning algorithms in order to select the one that will work best for 
a given task. 
The taxonomy of the deep learning algorithm is shown in Fig.1 

 
 

Figure 1 Taxonomy of the deep learning algorithm 
 
 
Deep learning algorithms, their characteristics and applications are summarized in table 1 

TABLE I. Deep learning Characteristics and applications 
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IV. Deep Learning In Healthcare 

In recent years, deep learning has been applied in healthcare systems. It is supporting countless 
medical analysts and specialists in learning important information from clinical data and 
bettering medical facilities. Delivering individualized healthcare and determining a patient's 
likelihood of forecasting an illness are important research areas. It is currently frequently 
utilized for drug development and identifying life-threatening conditions including cancer and 
diabetic retinopathy using a medical imaging method. 
Deep learning algorithms have already been used extensively in research to anticipate the 
disease. The algorithms and their diagnostic accuracy are discussed in this section. It will be 
important for the researchers to select the best algorithm quickly for the prediction and 
diagnosis of disease. 

V. Review Of Literature 

Recently, Farman Ali et al. [3] developed a system that uses gradient algorithms and back 
propagation techniques to forecast cardiac disease before a stroke or heart attack can happen. 
The veracity of the suggested 
system (98.5%) is demonstrated to be superior than the current system by comparison with 
conventional classifier models [13]. 
The random forest classifier algorithm, which provides the highest accuracy at 94.9% among 
other classification algorithms, including SVM, DT, RF, and LR to predict the heart disease, is 
the ideal machine learning algorithm in another Heart disease identification system[4]. 
The univariate feature selection and Relief are used to choose crucial characteristics from the 
dataset [14–15]. 
A system that predicts cardiac illness has been created by Tülay Karaylan and Zkan Klç[5] 
utilising artificial neural networks and the backpropagation technique. The outcome is 95% 
accurately confirmed using the input of thirteen clinical features. 
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A model for classifying navel diabetes based on convolutional long short-term memory has 
been created by Motiur Rahman et al. [6] for the review of diabetic illness prediction (Conv-
LSTM). The suggested model has a maximum accuracy of 97.26 percent over the Pima Indians 
Diabetes Database when compared to other well-known models as CNN, Conventional LSTM, 
and CNN-LSTM[16-18] (PIDD). 
Using CNN and CNN-LSTM deep learning networks and 5 fold cross validation, Swapna G et 
al. [7] built an automated diabetes detection system that had the greatest accuracy of 95.1%. of 
the current automated diabetes diagnostic techniques. 
Safial Islam Ayon et al.[8] produced promising systems for the prediction of diabetes using 
deep neural networks by training its features in a five and ten fold cross validation method, 
with prediction accuracy of 98.3 percent and 97.11 percent. 
The suggested device segments the Optic Cup (OC) and Optic Disc using two separate CNN 
architectures to produce a more accurate result (OD). The segmentation accuracy of this model, 
which was trained and verified on the publicly available DRISHTI-GS database, is 98 percent 
for the optic disc and 97 percent for the optic cup. 
A novel optic disc and optic cup segmentation technique for the diagnosis of glaucoma has 
been developed by H.N. Veena et al. To segment the optic disc (OD) and tic cup (OC) in the 
proposed system, two distinct CNN architectures were applied, yielding results that were more 
precise. This model is trained and tested on the publicly accessible DRISHTI - GS database, 
and it achieves a segmentation accuracy of 98 percent for the optic disc and 97 percent \sfor 
the optic cup. 
A novel CAD tool that accurately detects glaucoma using deep learning methods has been 
proposed by U Raghavendraa et al. [10]. With 98.13 percent accuracy, an 18 layer 
convolutional neural network (CNN) was effectively trained to extract strong features from 
digital fundus images. 
By combining a support vector machine classifier and a correlation neural network, N.Bhaskar 
et al[11] .'s technique for detecting chronic renal illness had a 98.6% accuracy rate (CorrNN). 
 
When trained using US screening data, the Lung Cancer Prediction Convolutional Neural 
Network (LCP-CNN) created by Marjolein A. Heuvelmans et al.[12] can classify benign lung 
nodules with a 94.5 percent accuracy. 
Table 2 displays a summary of various disease detection or prediction results. 

VI. Conclusion 

Deep Learning is a branch of machine learning that helps provide intelligent answers to 
challenging issues. Artificial neural networks are used in deep learning to analyse the data and 
provide predictions. Several academics and medical professionals are using deep learning 
techniques to extract useful information from healthcare data and enhance the quality of 
society's medical services. In the healthcare industry, deep learning has made it possible to use 
computers to diagnose and predict diseases. Based on prior research, the deep learning 
algorithms and their efficacy for disease prediction are explored and described in this study. In 
the future, it will be helpful for researchers and medical professionals to quickly determine the 
optimum algorithm for disease prediction. 

Table 2. Summary of Disease Detection Or Prediction 
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