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ABSTRACT--Speech emotion recognition is a technique used to identify and understand the 
emotions conveyed in spoken language. Deep learning, a subset of machine learning, has been 
proven to be an effective method for speech-emotion recognition. This is due to its ability to 
learn and improve upon a wide range of features in speech, such as MFCC, pitch, intonation, 
and rhythm. In this abstract, we present a deep learning approach to speech emotion 
recognition, which utilizes a combination of recurrent neural networks (RNNs) and 
convolutional neural networks (CNNs) to accurately classify emotions in speech. The Speech 
Corpora dataset is used in speech emotion Identification and gets a Taining Accuracy of 
86.25% For the Recurrent Neural Networks (RNN) Model. This paper aims to explore the use 
of deep learning techniques for speech emotion recognition. We begin by reviewing the current 
state of the field, highlighting recent advances and key challenges. We then describe the deep 
learning models that have been most commonly used for speech emotion recognition, such as 
convolutional neural networks (CNNs) and recurrent neural networks (RNNs). We discuss the 
advantages and limitations of these models and the various pre-processing and feature 
extraction methods that have been proposed. Finally, we present recent results and evaluate the 
performance of deep learning-based speech emotion recognition methods, and conclude with 
some future directions for the field. 
Keywords: Emotion Recognition, Deep Learning, Recurrent Neural Network (RNN), LSTM. 

I. INTRODUCTION 

Speech emotion recognition is the process of recognising and detecting emotions in spoken 
language. It is a quickly growing field of study with numerous potentials uses in industries like 
virtual assistants, human-computer interaction, and healthcare. Speech contact is heavily 
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influenced by emotion [1]. One of the most effective methods for recognising speaking 
emotions is the use of deep learning techniques. These methods, such as convolutional neural 
networks (CNNs) and recurrent neural networks (RNNs), have been shown to be very effective 
at capturing the complex patterns and subtle features of human speech. By using large datasets 
of labelled speech samples to train these models, researchers are able to recognise emotions 
like happiness, anger, and sadness with high levels of accuracy. 
Speech is the most efficient way for people to communicate. This encourages researchers to 
closely examine speech data and pinpoint distinctive speech characteristics. Both content and 
emotions are evident when a person speaks. Emotion has a significant impact on speech 
transmission [1]. Such an emotion identification system can be used in call centres, to anticipate 
tiredness, in smart homes, and in smart workplaces. A increasing application for such a system 
has been noted in the counselling of patients with mental health issues [2]. If he has no feelings, 
he might have mental health problems. As a result, emotions play a bigger role in a person's 
life. Everybody feels the six fundamental feelings of anger, disgust, fear, happiness, sadness, 
and surprise. There are some feelings that are constant among all of these different emotions, 
such as two- or three-dimensional spaces with valence, arousal, and dominance dimensions. 
Emotions are necessary for individuals to be in good physical and psychological health. Grief 
and anger are examples of negative emotions that are connected to mental health problems that, 
if left untreated, can have disastrous outcomes like self-harm or suicide. Utilizing speech 
emotion detection is one choice (SER). Mental health and healthcare are analysed with a view 
to prescribing and managing people who are not depressed [4]. Emotion Subjective and 
objective assessment techniques fall into two groups. The subjective can gauge feelings 
through a questionnaire and interpersonal interaction. It is possible to determine how 
individuals are feeling by using physiological cues. 
The methods for emotion recognition using a recurrent neural network are mostly described in 
this article using machine learning and deep learning techniques (RNN). 
Men and women between the ages of 18 and 40 are chosen to participate in the data collection 
process. Participants must be psychologically stable because only then can emotions be 
accurately recorded. More than 50 people are needed to gather the data. Individuals who watch 
emotionally charged movies experience emotional responses. Obtain the physiological signals 
using wearable devices. The EEG explains the current state of the cerebral activity. To detect 
the signals, the device is therefore placed on the scalp. To record emotional activity like happy 
and unhappy emotions, ECG places a wearable on the left ankle, right wrist, and both wrists. 
Placing a wearable on your middle and index fingers will allow you to effectively record your 
emotional states. GSR provides an explanation for the conductivity of electricity through 
epidermis. To obtain RSP, wear the device on your chest while you record your breathing 
activity [29]. 
The feature extraction primarily behaves differently for distinct signals. Signals are processed 
to derive properties such as Pitch Value, Energy, Zero Crossing Rate (ZCR), Mel frequency 
Cepstral Coefficients (MFCC), and others [1]. 
Different dataset types are used for the classification of feelings. The datasets for emotion 
analysis using physiological signals (DEAP), the SJTU emotion EEG dataset (SEED), the 
MANHOB dataset, and the TYUT 2.0 EEG-based dataset are the main datasets used for 
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emotion detection. choice graphs,When used to describe the emotions in this SVM, the K-
nearest neighbours (K-NN), random forests, multi-dimensional dynamic weighted temporal 
warping (WMD-DTW), and decision trees algorithms. Excellent classification accuracy across 
a range of methods. 
The accuracy of each strategy depends on the techniques used for feature extraction, 
classification,and the different dataset types. Here, a variety of methods are used to increase 
classification accuracy by up to 94 percentage points. These various emotions can be 
recognised, which makes them helpful for both medical and human-computer interaction 
applications. 
 
II. RELATED WORK 
Speech emotion recognition using deep learning has been an active research topic in the field 
of artificial intelligence and signal processing.Emotional analysis from speech has been 
attracted various researchers to work in this field. Initially study were happened using statistical 
properties from acoustic features [1].   neural networks and deep learning have also been 
employed due to their ability to learn hierarchical high-level representations from raw audio 
features [2]. There are numerous related works that have been published in recent yearsWhen 
compared to conventional machine learning techniques, deep learning techniques have 
significantly improved the efficacy of speech emotion recognition. However, in order for 
speech emotion detection systems to be used in real-world scenarios, issues like dataset 
variability, model complexity, and real-time processing must be resolved. 
Studies on Speech Emotion Recognition (SER), incorporating various features and 
methodologies, have been conducted over the past ten years. Historically, based on how the 
target label was assigned, either short segments or individual utterances were used. The Low-
Level Descriptors (LLD) of speech are extracted from each individual segment of an utterance 
and fed to a sequential classifier using segment level methods. This emotional condition of a 
speech has been modelled using classifiers like the Hidden Markov Model and the Gaussian 
Mixture Model. 
 
III. METHODOLOGY 

A. Hindi Emotional Speech Databases 
There are numerous emotional speech corpora available for research on voice emotion 
recognition in a number of languages. The speech corpus created by Agrawal, A., Jain, A., et 
al. for Hindi speech emotion research is the Indian Hindi Speech Corpus [1]. The experimental 
analysis uses a portion of a database made up of performed Hindi emotional speech utterances 
that were recorded with the assistance of 16 Actors in India. The actors are between the ages 
of 15 and 25. Five Hindi sentences are chosen, with syllable counts ranging from 11 to 18, and 
word counts from 3 to 6. Then, within a single session, every actor delivers each sentence while 
expressing a different feeling. Angry, Happy, Neutral, Sad, and surprised are the five 
fundamental emotions that were taken into account in this study. On different days, five of 
these sessions are repeated and recorded. The entire recording is done in one spot, in a silent 
room. The 16 kHz sample rate is used to record the voice signal, which is then represented as 
a 16-bit number. 
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Table1: Description of speech corpora Dataset 

Sr.No Specification of 
database 

Statistics of emotion 

1 Speakers   16 

2 Sentences 5 

3 Emotions Anger, Happy, Neutral, Sad, 
Surprise 

4 Sentence type Hindi 

5 Speech Coding 16khz 

6 Sampling Rate 44.1KHz 

7 Total Sentences 400 

 
 

B. Data Pre-processing 
Prepare the dataset by gathering and labeling speech data samples, with each sample associated 
with its corresponding emotion label. Before feature extraction, some audio pre-processing is 
used to create a robust system. The signal is split into 20 ms frames at a sampling rate of 16 
kHz, with a 10 ms overlapped hamming window between each pair of adjacent speech frames. 
 
C. Feature Extraction  
Prosodic features are distinctive aspects of speaking that mirror the auditory characteristics of 
sounds. The following speech characteristics are extracted in this work: 
 
Mel Frequency Cepstral Coefficients (MFCC): It is the perception of frequency's counterpart. 
After pre-processing, in order to obtain MFCC Calculate the power spectrum: The power 
spectrum is calculated for each segment using a Fourier transform. 
 
Mel-scale filtering: The power spectrum is then filtered through a set of overlapping triangular 
filters that are spaced in a non-linear, mel-scale frequency axis. 
 
Logarithmic compression: The logarithm of the filterbank energies is computed to approximate 
the human perception of loudness. 
 
Discrete cosine transform: The Discrete Cosine Transform (DCT) is applied to the logarithmic 
filterbank energies to obtain a set of cepstral coefficients. 
Selecting the coefficients: The resulting MFCC coefficients can then be further processed or 
used directly for tasks such as speech recognition or music genre classification. 
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Figure. 1:Block diagram for computing MFCC. 

 
Following are the MFCC Graph for the Different Five Emotions like angry, happy, neutral, 
sad, and surprise. 
 

 

 

 
Figure. 2:MFCC features Of Different Emotions (angry, happy, neutral, sad, surprise). 
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D. Classification 
Recurrent Neural Networks (RNNs) have shown promising results in speech emotion 
recognition tasks due to their ability to model temporal dependencies in speech signals. Due to 
its capacity to simulate temporal dependencies, a recurrent neural network (RNN) is a 
particular kind of neural network that works well for handling sequential input, like speech 
signals. For classification, the Recurrent neural network has been proposed. models have been 
developed. Based on MFCC data, a classifier model is trained. Emotions are divided into five 
classes for the purpose of emotion identification, which is a multi-class problem: happy, sad, 
angry, neutral, and surprised state. For emotion recognition, the train and test of the recurrent 
neural network (RNN) LSTM sequential model are considered. 
The LSTM has links to feedback. Such a recurrent neural network (RNN) is capable of 
processing not only single data points (such as images), but also complete data sequences (such 
as speech or video). Because of this quality, LSTM networks are perfect for handling and 
making predictions about data. 
The most widely employed deep learning models for speech emotion detection (CNNs, RNNs, 
etc.). 

 
Figure. 3:Proposed Architecture off RNN-LSTM Sequential Model. 

 
IV. RESULTS 
We proposed an RNN model with an attention mechanism for speech emotion recognition. The 
model was trained and tested on Speech Corpora dataset, which contains speech recordings of 
actors in various emotional states. 
We Obtained an accuracy of 89% on the Speech Corpora dataset using their proposed RNN 
model with attention mechanism. This outperformed several baseline models, including 
Decision Tree (DT), Random Forest (Rf), and simple RNN models. 
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Figure. 4:Proposed Model RNN trainingAccuracy 

 

 
Figure.5: Proposed Model RNN training and validation Loss. 

 
Table2: Comparison Of Proposed Model Accuracy 

Model RNN Decision Tree Random Forest 

Accuracy 89% 28% 41% 

 
Table3:Comparative AnalysisOfExisting 

Techniques 
Author Name Year Methods Accuracy Dataset 
Proposed Work  2023 RNN, 

DT, 
RF 

89%, 
28%, 
41% 

Speech Corpora 

Agrawal, A., & 
Jain, A. et al. 
[1] 

2020 KNN, 
NBC, 
PCA, 

87% Speech  
Corpora 
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LDA 
Mishra, P., & 
Sharma, R. et 
al. [2] 

2020 MFCC, 
CNN, 
SVM 

Mean 
accuracy=92.28% 

RAVDESS 
CREMA-D 
SAVEE 
TESS 

Gupta, V., 
Juyal, S.et 
al.[3] 

2020 Random 
Forest, 
CNN, 
SVM, 
MLPC, 
Decision Tree 

76%, 
91.1%, 
50%, 
45.56%, 
79.9% 

RAVDESS 

El Seknedy, M., 
& Fawzi, S. et 
al. [10] 

2021 MLP, 
SVM, 
Random Forest, 
Logistic 
Regression 
 

79.26%,  
88.24%, 
82.35%. 

Corpora 

 Verma, D., 
Mukhopadhyay 
et al. [30] 

2016 KNN 
MLP 
SVM 

68.3% 
74.73% 
77.57% 

Hindi 
Emotional 
Speech 
Databases 

 
V. MODEL EVALUATION METRICS 

In machine learning, model evolution metrics are used to assess and contrast the performance 
of various models during the training and testing stages. Listed below are a few typical 
measures. 
 

Precision 
Out of all the positive predictions the model makes, precision is the percentage of accurate 
positive predictions. When the cost of false positives is significant, it is helpful. 
 
 

PRICISION =
_

( _   _ )
                                           (1) 

 
Recall 
Recall quantifies the percentage of accurate positive predictions among all occurrences of 
positive data that actually occurred. When the cost of false negatives is significant, it is helpful. 
 

RECALL =
TRUE_POSITIVE

(TRUE_POSITIVE +  FALSE_NEGATIVE)
                              (2) 
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F1-score 
The harmonic mean of recall and precision is the F1 number. In cases where the dataset is 
unbalanced, it is a more balanced measure than accuracy. 
 

F1 SCORE =
2 ∗ PRECISION ∗ RECALL

PRECISION +  RECALL
                                                             (3)  

 

Accuracy 
Accuracy is a measure of the model's success across all classes. It is advantageous when all 
types are similarly significant. It is determined by dividing the overall percentage by the 
amount of precise forecasts. 
 
 

ACCURACY =
(    )

                                                                       (4) 

 
VI. CONCLUSION  

Speech emotion recognition software now includes powerful deep learning methods. 
Researchers have been able to recognise emotions like happiness, anger, and sorrow with high 
levels of accuracy by training models like CNNs and RNNs on large datasets of labelled speech 
samples. Speech emotion recognition has a wide range of possible applications, including 
virtual assistants, human-computer interaction, and healthcare. Even so, there is still room for 
improvement, particularly with regard to adapting the model to various populations and 
addressing linguistic differences. Deep learning-based speech emotion recognition is probably 
going to become an increasingly important tool for comprehending and interpreting human 
feelings in spoken language as the field develops. Our proposed RNN-LSTM sequential model 
has a success rate of 89%. The deep learning algorithms are more accurate than the machine 
learning algorithms, according to the results we obtained. 
In Feature We Can Add Gender Classification and Add new Emotions. 
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